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Company Overview

About QLogic or ATA interface controller, these products reduce cost
nd space requirements in the increasingly competitive

Rapid developments in CPU architecture couple DD marketplace, while providing the speed and

with ever increasing levels of silicon integration ; ; ; 2=
. : : throughput demanded by ongoing rapid advances i =
continue to push today’s information systems to neWHDD%eghnology y ongoing rap 3-%
cost and performance levels. Furthermore, the rapid TEC roduct.s address high-performance SCSI gg
acceptance of multimedia in desktop applications p gn-p ©o

requires today’s PC to move ever increasing amounts ; ) X
q y 9 E functionality for personal computer hard disk

data in real time. As a result, /0 bandwidth frequentl .
becomes a performance limiting factor rives. FTEC products address very high-performance
: Fibre Channel applications.

In addition, today’s powerful operating systems . . .
place massive demands on CPU power and real time _ QL0dic hard disk drive controllers are sold to
response. Consequently, l/O controllers must manufacturers of hard disk, removable disk, and optical
increasingly strive to off-load 1/0 overhead from the disk drives.

CPU. General Purpose SCSI Controllers

To meet this challenge, QLogic designs and The fast architecture SCSI (FAS) family has
supplies a wide range of silicon and board-level /O become an industry standard for stand-alone SCSI
solutions for peripheral and host applications. applications and is used in more SCSI applications

By combining extensive experience in workstationworld wide than any other SCSI architecture. FAS
server, and midrange host and peripheral storage ~Products provide the flexibility and performance
solutions with strong VLSI engineering expertise, ~ required for 8- and 16-bit SCSI applications in tape
QLogic continues to lead in SCSI product evolution an@rives, CD-ROMs, digital video disks (DVDs), HDDs,
innovation. Recently, QLogic leveraged its expertise tggdundant array of inexpensive disks (RAID) storage
expand product offerings to include Fibre Channel arfPards, host adapters, and other peripheral products.
enhanced Ultra integrated drive electronics (IDE) I/OpC| and SBus, SCSI and Fibre Channel Controllers
solutions. The intelligent SCSI processor (ISP) family

QLogic owns patents for its products and receivegombines a 12-MIPS RISC processor and a
royalties from major industry suppliers for use of its high-performance 1/0 protocol engine (with versions
technology. for parallel SCSI and embedded transceiver Fibre

Channel) on a single chip. These products are designed
Our Products for PCl and SBus applications in high performance PCs,

The company’s products can be categorized into tRgryers, workstations, and disk arrays.
following application areas: . The RISC processor allows communication with

= SCSI, IDE (ATA), and Fibre Channel hard drivethe host to take place at a very high level using the

controllers QLogic I/0 control block (IOCB) command structure.

= General purpose SCSI controllers This architecture dramatically simplifies driver

= PCland SBus, SCSI and Fibre Channel software requirements while also ensuring driver

controllers transparency through new product generations.

= Host adapter boards Therefore, once developed, drivers remain largely

These products are described in the following  unchanged between 8-bit Fast SCSI, 16-bit Fast SCSI,

yplications. ATEC products provide enhanced, Ultfa

sections. Ultra SCSI, and Fibre Channel QLogic products.
SCSI, IDE (ATA), and Fibre Channel Hard Drive Additionally, the RISC architecture significantly
Controllers reduces host CPU involvement in I/O transfers,

The QLogic triple embedded controller (TEC) ~ '€quiring a maximum Off I(l)nly Io_nﬁ interrupt per I/|O
AT attachment (ATA) controller solutions for hard dISkI/O operations and execute up to 10 odo I/O operations
drive (HDD) applications. By integrating a disk P P ' p

formatter; buffer controller; and a SCSI, Fibre ChanneP€" s_‘,econ_d (actual performancg varies with system
configuration and I/O transfer size).
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Company Overview

The ISP Fibre Channel product (ISP2100) is
especially notable for its integrated copper-media
transceivers, enabling significant reductions in design
cost and real estate requirements.

QLogic supplies host silicon products, and their
supporting software drivers and firmware, to OEM
system manufacturers and host adapter board
manufacturers.

Host Adapter Boards

The QLA series of products provide
high-performance single- and dual-channel SCSI and
Fibre Channel connectivity for PCI host bus
applications. QLogic also provides driver software for
a wide range of operating systems. QLA products in
both standard and customized versions are supplied to
OEM system and subsystem manufacturers in the
workstation, server, and high-performance PC
marketplaces.

Support

Leveraging over 10 years of SCSI experience,
QLogic also supplies firmware development support
and code to chip product customers. This service
reduces customer development risks while at the same
time ensuring timely introduction of their product to the
marketplace. By also providing cross-generation and
cross-l/O platform firmware compatibility throughout
the product range, QLogic further reduces customer
development time and risk.

Product Leadership

QLogic has long been aleader in SCSI applications
and has consistently supplied leading edge products.
Continuing this positioning, new Fibre Channel
products are currently available and allow transparent,
drop-in silicon and board solutions that support data
rates up to 100 Mbytes/sec. QLogic also intends to
retain its leadership position by evolving its Fibre
Channel products to support additional protocols such
as IP (Internet Protocol).

The company enjoys a large base of leading OEM
customers in both host and peripheral target
applications areas. This base provides a wealth of
market input, which in turn ensures ongoing expert
product leadership. By adding responsive, expert
technical support, QLogic continues to maintain its
strong position in the industry.

1-4 Product Catalog
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QLogic Corporation Quality Program

QLogic Corporation is a fabless manufacturer of
CMOS ASIC (SCSI solution) devices whose objectives
are to exceed industry standard quality requirements.
With this goal in mind, QLogic achieved 1SO9001 and
Ticklt certification (BSI-FM29583) in the fall of 1994.

The quality program’s primary focus is to
continuously improve its processes and to deliver
high-quality products to all customers. Under this
program, QLogic works closely with its suppliers to
achieve these objectives.

QLogic’s Quality Program covers all aspects of
manufacturing, from design to finished product.
Internal audits are performed at scheduled intervals to
meet both ISO9001 requirements and the company’s
quality objectives.

The quality program uses statistical methods to
monitor and measure improvements in all areas of the
company. Training provides continuous growth to all
employees to enable them to be proactive.

The key aspects of the quality program are design
control, auditing, reliability, failure analysis, and total
customer satisfaction.

= Design Control.QLogic’s design control
meets the special requirements of ISO9001,
Ticklt, and ISO900-3, and implements
continuous design improvements.

= Auditing. QLogic has a comprehensive internal
auditing program using highly trained auditors
who continuously employ new approaches to
ensure that the organization’s quality objectives
are met.

= Reliability. QLogic’s reliability program
covers a full complement of qualification
testing and ongoing monitoring and control of
suppliers through a comprehensive failure
analysis and corrective action system.

= Failure Analysis.QLogic maintains full failure
analysis capability in-house. Failure analysis
determines the root cause and establishes
closed-loop corrective action.

= Total Customer SatisfactionQLogic logs and
interprets performance and quality inputs from
customers, along with requests for special
requirements. This information further
improves all aspects of the quality system.
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2 — Product Overview Chip Family
Chip Family
g 8 =
2 v X XK > %)
2 23 £ 5 %
c 8 < S 0 IR g @
scss W2 2598 3@ _ & 28
Inteface & & = 5 = 5 z © = & 2 3
Processors = -305 29 29 ¢ 35 8 & 8 Z Package Additional Information
FAS101 [ O | O | O O 0 68-pin PLCC ESP100A pin compatible
FAS201 | O | O | DO ] ] 68-pin PLCC ESP200 pin compatible
FAS20$ | O O O O ] ] 64-pin PQFP Also 64-pin TQFP -
3]
FAS216 | O o|o|o O O 84-pin PLCC ESP216 pin compatible 2 -%
S0
FAS2164 | O o|o|o o|o(o|O0|O 84-pin PLCC FAS216 pin compatible, Ultra SCSI o 6
FAS226 g|l1o|o O O 84-pin PLCC ESP226 pin compatible
FAS236¢ | O o|o|o O O 100-pin PQFP ESP236 pin compatible
FAS2364 | O ol 0 O o(o|lo|o|Db 100-pin PQFP FAS236 pin compatible, Ultra SCSI
FAS246A | O o|l1o|o 0 ol 0 80-pin PQFP
FAS366 | O (O | O |0 |O|0|0O 0| 0| O |128-pin PQFP 32-bit transfer counter
FAS3e6# | O | O | O | O | O | O o|o|lO0O| 0| 0|0 |128-pin PQFP FAS366 pin compatible, Ultra SCSI
Intelligent SCSI Processors
ISP1000 | O | O o]0 O n/a| O | n/a| 208-pin PQFP SBus
ISP1000U| O | O o(o|0|o n/a| O | n/a| 208-pin PQFP SBus, Ultra SCSI
ISP1040B| O [} O 0O O ] n/a| O | n/a| 208-pin PQFP PCI, Ultra SCSI
ISP1080 | O b g|lo|o|Db n/a| O | n/a| 352-pin BGA 64-bit PCI, LVD Ultra2 SCSI
ISP1240 | O | O o|o|o|Oo n/a| O | n/a| 352-pin TE BGA 64-bit PCI, dual channel Ultra SCSI
SCSI Disk Controllers
TEC376 | O O o| O 0| 0| O |100-pin PQFP Headerless disk, XOR, Ultra SGSI
TEC386 | O O 120-pin PQFP Headerless disk, XOR, Ultra SCSI
TEC420 | O 128-pin PQFP Enhanced bandwidth and data rlate
Table Notes
agplit bus architecture (separate DMA bus and processor bus)
bLVD Ultra2
ATA Disk Controller
ATEC378, 128-pin PQFP, Ultra DMA, 33-ATA HDC
Q
8 8 &
=1 IS
=3 < 3 £ @ o I
8 &8 >3g2 o & @© & 3
Fibre = S 0 g% o £ 2 4 qou
od JJ = =3 = = = S 9%
Interfface < < 5 2 2 2 = © o 28
Processors 5@ 39 & S § 9 & S 5§32 Package Additional Information
| FTEC440 | | 0 | 0 | 0 | | 0 | 0 | 0 | | 225-pin BGA | FC-AL disk controller
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[}
8 3 £
=1 ISl
=% < 4 8 & o T
S =g S 3% g & ®© & o
Fibre - o o %9 a £ 2 d & ¢
[ R = £9 = = = S o=
Interface < g< 5 22 35 S © o 29
Processors (%& 32 9 ‘_Eg 3 =t Io} S &3 Package Additional Information
| ISP2100| 0 | | | 0 | 0 | O | 0 | 0 | O |256—pin BGA| PCI-to—FC-AL adapter
Board Family
25« B3
5 &
2 883 3
< S S 8 o
g 4 o @ § 2 O
0 [0} = = 2 = om
m £ & T £
- R A
£ 5§ = & 8 ® C
5 = & o 2 o <
ion 8 £ 5 8 2B E " -
PCI Bus for PCI Application » a8 2 £ § £ © Additional Information
QLA1040 Workstation/Servel 4 o|0]| a O
QLA1041 Workstation/Servel 4 o|lo| a O | Differential Support
QLA1042 Workstation/Servef 40 O | O | O | a O
QLA1042D Workstation/Servef 40 O | O | O | a O | Differential Support
PCI Bus for Fibre Channel
Fibre Channel Workstation/Server| 10D a 0|0
Development Board|

2-4

Table Notes

Trademarks and registered trademarks are the property of the companies with which they are associated.
aSoftware drivers: AlX, BIOS, DOS ASPI, 120 IXWorks, NetWare4.X, OS/2 Warp, SCO 5.0, Solaris, UnixWare Gemini,
UnixWare 2.1, VX Works, Windows 95, Windows NT 4.0
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3 — Parallel SCSI Products FAS209

FAS209
Fast SCSI Processor

Features = On-chip, 48-mA, single-ended drivers and

) ) receivers
= Compliance with ANSI SCSI-2 standard ; }
%3.131-1994 and SCSI-1 Parity pass-through on FIFO data

; ; = Initiator and target roles
= Compliance with ANSI X3T10/855D SCSI-3 : .
parallell interfag:e (SPI) standard . %%?é;%%‘éiggﬁ#{g%gnm&wed without
= Compliance with ANSI SCSI configured Part-uni D cod
automatically (SCAM) protocol levels 1 and 2 ™ E?rh_tlftr:i?us?n Ie(-:gnge 4 SCS| operations
= Synchronous datatransfers up to 10 Mbytes/sec * 9 »SIng P
fast SCSI and 5 Mbytes/sec normal SCSI Product Description

= Asynchronous data transfers up to 7 Mbytes/sec ) ) )
= Uptol2 Mbytes/sec DMA burst transfer rate The FAS209 is a high-performance SCSl interface
« Clock rates up to 40 MHz chip designed to maximize transfer rates over the SCSI
« Supports hot plugging bus. It is the enhanced SCSI follow-on to QLogic's
= Programmable active negation FAS216 SCSI processor chip, adding active negation
« Low-input capacitance and SCAM to the FAS216 design. The FAS209 supports m
« Programmable split-bus architecture bidirectional, single-ended SCSI operations. The =3
« DMA interface options FAS209 block diagram is illustrated in figure 1. 86
= Two bus configurations E g
on D
48
na
1 ~ scsl
1 DATA
—DBBUS | 1
FIFO g

COMMAND
TRANSFER COUNT

p———————
SELECT/RESELECT]

TRANSFER COUNTER

5
2
_ o
5 S
5 g
§ > BUS ID 2
o [f»| SELECT/RESELECT [INTERROPT | i}
& i INTERRUPT 5
VIE @
2 g
o SEQUENCERS STATUS 4
ZI¥] syYnc PERIOD Q
] SYNCOFFSET/ SEQUENCE
SYNC ASSERT/ STEP scsl
SYNC DE-ASSERT CONTROL
e
CLK CONVERSION <

CONFIGURATION [r———"
TEST

yvy

PAD BUS
—

5

Figure 1. FAS209 Block Diagram

The FAS209 maximizes transfer rates by sustainirdrivers and receivers, the FAS209 connects directly to
asynchronous data rates of up to 7 Mbytes/sec and fabe SCSI bus, minimizing board space requirements.
synchronous data transfer rates of up to 10 Mbytes/sdte FAS209's highly integrated structure provides
The normal 5 Mbytes/sec synchronous transfer rate isers with numerous benefits.
also supported. With its on-chip, 48-mA, single-ended
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FAS209 3 — Parallel SCSI Products

Initiator and target roles are supported; thereforeMicroprocessor Interface
the FAS209 can be used in both host adapter and Microprocessor interface to the FAS209 occurs

peripheral applications. The FAS209 performs such gver the PAD bus or the DB bus. Both interfaces allow

functions as bus arbitration, selection of a target, or the microprocessor to read and write to all the internal
reselection of an initiator. It handles message, chip registers, including the FIFO.

command, status, and data transfer between the SCSI
bus and the chip’s 16-byte internal FIFO or a buffer
memory. The above functions are internal processe
performed by the FAS209 chip without microprocess
intervention.

In single-bus mode (bus configuration mode 0), the
PAD bus is not used and the microprocessor must

Sarbitrate with other controllers for use of the DB bus. In
cQrplit-bus mode (bus configuration mode 1), the PAD bus
is dedicated to the microprocessor interface.

SCAM Implementation DMA Interface

The FAS209 supports levels 1 and 2 of the SCAM  All FAS209 DMA activity occurs over the DB bus.
protocol. (Refer to the latest revision of X3T10/855DThe path is eight bits wide. The DB bus consists of the
Annex B.) SCAM protocol requires direct access andlata parity pin DBPO and data pins DB7-0. Data is
control over the SCSI data bus and several of the SCgnsferred on DB7-0 on writes to and reads from the
phase and control signals. The majority of the SCAMSCSI bus.

protocol can be implemented in firmware at DACK must be active during DMA accesses. The
microprocessor speeds. The following SCAM featuregansfer direction is determined by the type of command
are supported in the hardware: executed by the chiPBWR strobes data into the chip.
= Arbitration without an ID DMA read data is driven by the chip wHaACK is true.
= Slow response to selection with an .
unconfirmed 1D Packaging

= Detection of and response to SCAM selection  The FAS209 is available in a 64-pin plastic quad flat
BUS Configuration pack (PQFP) and a thin quad flat pack (TQPF).

The FAS209 split-bus architecture separates the two
high-traffic information buses of the system, providing
maximum efficiency and throughput. The versatile bus
architecture supports various microprocessor and DMA
bus configurations, including those listed below:

= Microprocessor interface viathe PAD bus or the

DB bus
= Concurrent microprocessor and DMA accesses
PAD bus selectable as a data-only bus

FAS209 bus configuration is selected by pulling the
MODE pin up or down, as shown in table 1.

Table 1. Bus Modes

Mode | MODE | Register| DMA
No. Pin Data Data Configuration
0 0 DB bus | DB bus | Single bus, 8-bit
DMA
1 1 PAD bus| DB bus | Split bus, 8-bit
DMA
Interfaces

The FAS209 interfaces include the microprocessor
interface and DMA interface. Pins that support these
interfaces and other chip operations are shown in
figure 2.

34 Product Catalog 97-526-00 A
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FAS209
4 A3-0 ACK
MICROPROCESSOR 7 = | T scsi
INTERFACE DACK S A—
82 DB7-0 CD
—
DIV )
— —
OBVWR PR —
DREQ ;1o I
INT RST
MODE SD7-0 B
—————— 1#’
8¢ PAD7-0 € SDP >
RD SEL
p—————— [ —
WR 18
29
RESE] : RESET I
POWER AND A DD
i VSS
GROUND ;) e S e 20 CcK
cLock

NO CONNECT -
El I 18

Figure 2. FAS209 Functional Signal Grouping
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FAS216/216U/236/236U

FAS216/216U/236/236U
Fast Architecture SCSI Processor

Features

Host application and 16-bit peripheral

Programmable synchronous transfer offsets up
to 15 bytes
24-bit transfer counter

application support " Initi
. X = Initiator and target modes
)(ig.r?glll??g&wnh ANSI SCSI standard = Differential driver protection (DIFFSENS)
Compliance with ANSI SCSI configured . D.MA.burst transfer rate up to 20 Mbytes/sec
automatically (SCAM) protocol levels 1and 2 * E(Ispﬁlmeg conllzrlr;:%céstructureDMA 4scs|
Compliance with ANSI X3T10/855D SCSI-3 = 16-byte data etween an
parallel interface (SPI) standard channels hrouah od
Compliance with ANSI X3T10/1071D Fast-20 ™ Ea”tty p_ass'tl DFOU% on FIFO data
Standard [ ] ar -Unlque code
Asynchronous data transfers up to 7 Mbytes/sec = On-chip, single-ended SCSI transceivers
Synchronous data transfers up to 5 Mbytes/sec (48-mA drivers)
(normal SCSI), 10 Mbytes/sec (fast SCSI),and = Clock rates up to 40 MHz
20 Mbytes/sec (Ultra SCSI) , OTE: Throughout this catalog, the teffAS2x6 "
Programmable synchronous transfer period refers to the FAS216, FAS216U, FAS236, and o=
FAS236U unless otherwise noted. -gg
€3
=8
n o
<H scsi 8 09_
DB BUS j J ks
e ™ —- FIFO >
" =
:
COUNT E
= TIMEOUT
§ SEQUENCERS
= SYNC OFFSET/
SYNC ASSERT/ q_ CO?\EF?;OL
SYNC DEASSERT
[ coox | NI
=>] CONVERSION
: j—p3 CONFIGURATION
PAD BUS —p] TEST (SCAM)
—<

NOTE: SCAM APPLIES TO THE FAS216U AND FAS236U ONLY.

Figure 1. FAS2x6 Block Diagram
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Product Description as long as the DIFFSENS condition exists. The

The FAS2x6 chips are part of the QLogic SCSI rEr)1Icl>:dFeSENS function has no effect in single-ended
processor family with features designed to facilitate '
SCSI-2 support (FAS216 and FAS236) and SCSI-3 SCAM Implementation

support (FAS216U and FAS236U). The FAS216 and
FAS236 can transfer synchronous data at The FAS216U and FAS236U support levels 1 and

10 Mbytes/sec. The FAS216U and FAS236U can 2 ofthe SCAM protocol. SCAM protocol requires direct
transfer data at 20 Mbytes/sec with SCAM support. THFCess and control over the SCSI data bus and several
normal 5-Mbytes/sec transfer rate and the fast of the SCSI phase and con_trol signals. T_he_majorlty of
10-Mbytes/sec transfer rate (FAS216U and FAS236i}e SCAM protocol can be implemented in firmware at
are supported on-chip by setting the FASTSCSI bit Microprocessor speeds_. The following SCAM features
(Configuration 3 register bit 4). Asynchronous transfe/&© suppor.ted in the. chip hardware:

up to 7 Mbytes/sec are also supported. The FAS216U =  Arbitration without an ID _

and FAS236U chips are firmware and pin compatible = Slow response to selection with an

with the FAS216 and FAS236 chips, respectively. unconfirmed ID ,
Figure 1 shows the FAS2x6 block diagram. = Detection of and response to SCAM selection

The FAS2x6 replaces existing SCSI interface System Organization
circuitry, which typically consists of discrete devices, )
an external driver, and a low-performance SCSI The FAS2x6 controller systems support three main
interface chip. The FAS2x6 contains a fast DMA ~ buses: the 8- or 16-bit data bus (DB), the 8-bit
interface; a 16-byte FIFO; and fast asynchronous anglicroprocessor address and data bus (PAD), and the

synchronous data interfaces to the SCSI bus, includirggbit SCSI bus. The DB provides a path for DMA
drivers in single-ended mode. Differential mode ~ transfers through the FIFO. The PAD bus provides

requires external drivers. access to all internal registers. The FAS2x6 supports
The FAS216 and FAS216U support single-ende arity pass-through from the SCSI bus through the FIFO

. ; the DB. This versatile split-bus architecture separates
mode_, the FA.‘SZ% and FA.‘SZ%U Support smgle-end_ e two high-traffic information flows, the SCSI bus and
and differential modes. Since the FAS2x6 operates i B bus, to provide maximum efficiency and
both initiator and target modes, it can be used in bot rough'put Single- or split-bus configurations with 8-
host and peripheral applications. The chip performs r 16-bit DMA are pin selectable
such functions as bus arbitration, selection of a targeﬁ, p )
and reselection of an initiator. The FAS2x6 also ha”d"fﬁterfaces
message, command, status, and data transfers between .
the SCSI bus and its internal FIFO or between the SCS| The FAS2x6 acts as an interface between the
bus and buffer memory. The chip maximizes protocdhicroprocessor and the SCSI bus in target or initiator
efficiency by utilizing a FIFO command pipeline and Mode. The other interfaces are described in the
combination commands to minimize host interventiof@!lowing sections.

Pins that support the FAS216/216U and

Differential Driver Protection FAS236/236U operations are shown in figures 2 and 3.
(FA5236/236U On'Y) Microprocessor Interface

The FAS236/236U pins 5 (DIFFSENS_) and 7_ The DB or PAD bus is the microprocessor interface
(EDIFFS) support the SCSI DIFFSENS differential to the FAS2x6. Both buses allow the microprocessor
driver protection function. eight-bit read and write access to all chip registers,

The DIFFSENS function is enabled in differentialincluding the FIFO. The PAD bus allows
mode when pins 5 and 7 are pulled up by an externahicroprocessor interface to the chip registers
device. The FAS236/236U is configured for differentiaindependent of DMA activity on the DB.
mode operations when pin 87 (DIFFM) is low. If a DMA Interface
single-ended device or terminator is connected while
the chip is configured for differential operations,
DIFFSENS becomes grounded, disabling the
differential drivers. The Gross Error bit (Status regist
bit 6) is set and a disconnect interrupt is generated. T
Gross Error bit and the disconnect interrupt are asserf&y

The FAS2x6 logic transfers data to and from a buffer
over the DB configured as 8 or 16 bits. (Each byte on
dhe bus has its own parity.) If byte control mode
onfiguration 2 register bit 5) is set, an external DMA
troller dictates how the bytes are placed on the bus.
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Packaging

The FAS216/216U is available as an 84-pin plastic leaderless chip carrier (PLCC); the FAS236/236U is
available as a 100-pin plastic quad flat pack (PQFP).

FAS216/216U
MICROPROCESSOR £0.520 Ak
Py scsl
INTERFACE LB ACKO INTERFACE
A2, DBRD AN
A3_ALE BEVI
LS BSYO
INT =
PADT:O 5
N N VSC
=2 MSG ,
REQI
REOO
RSTI
DACK —
DMA AND DB150 RSTO
MICROPROCESSOR o SDIP_ SDI7-0
INTERFACE e RERL0 | A ————
SowE SDOP_SDO7-0
SELO
I ——
RESET RESET
cLock CK
POWER DD
AND GROUND vss ]

SCSI Interfacg
Processor Chigs

Figure 2. FAS216/216U Functional Signal Grouping
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FAS236/236U
A0, SAQ ACKI
MICROPROCESSOR L BIE KL scsl
INTERFACE ACKO INTERFACE
A2, DBRD AN
e ASAE BSYI
— BSYO
INT =
e |
PAD7-0 o
F
20 MSG
AR REQI
REQO
___ RSTI
DACK BeTo
DMA AND DB15.0 210
MICROPROCESSOR DBPL.O 225070
INTERFACE - SDOP, SDO7-0
fr——————1
—_DBWR ] SELI
_—
DREQ SE0
RESET RESET DIEEM
DIFFSENS Misc
—
oK EDIFES
CLock MODE1-0
| e ——
VDD
POWER VsS IGS EXTERNAL
e——
AND GROUND R =S TGS TRANSCEIVER
| NO CONNECT I

Figure 3. FAS236/236U Functional Signal Grouping
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FAS366U
Fast Architecture SCSI Processor

Features Pipelined (;ommand structure .

+ Complance with ANSI X3T10/1071D Fast20  * HB o e, ended SCSI ranscelvers

standar e
- Compliance with ANSI X3T10/855D SCsI-3 ~ *  nitiator and target roles

parallel interface (SPI) standard " ctive negation
= Compliance with ANSI SCSI configured = 16-bit recommand counter

automatically (SCAM) protocol levels 1 and 2 = Differential mode .
= Sustained SCSI data transfer rates of up to: ~ ® SCSI bus reset watchdog timer

0O 40 Mbytes/sec synchronous (Ultra and it

wide SCSI) Product Descrlptlon ) .

0 14 Mbytes/sec asynchronous (wide SCSI) The FAS366U is a new addition to the QLogic fast
architecture SCSI processor (FAS) chip family. The
FAS366U supports advanced SCSI-3 options including
Ultra SCSI synchronous transfers. Also included is the
advanced SCAM level 2 SCSI controller core.

= Synchronous DMA timing; DMA speed of
50 Mbytes/sec

= REQ andACK programmable assertion and
deassertion control

!

SCSI Interfac
Processor Chips

= Support for hot plugging The FAS366U is a single-chip controller for use |
= Target and initiator block transfer sequences host and peripheral applications. It is firmware and
= Busidle timer pin-out compatible with the QLogic FAS366 chip. Thi
= Split-bus architecture FAS366U block diagram is shown in figure 1.
1 f—
DB BUS |__ o e
PARITY (2)

FIFO

DATA (16)

BLOCK
REGISTERS

COMMAND

RECOMMAND
COUNTER

TRANSFER
COUNTER

TRANSFER
COUNT

SEL/RESEL

BUS ID INTERRUPT
SEL/RESEL
SEQUENCERS
SEQUENCE
SYNC OFFSET/ STEP

SYNC ASSERT/
SYNC DEASSERT ;3_
CLOCK
CONVERSION
CONFIGURATION
TEST (SCAM)

i

scsl
CONTROL

y 4y

PAD BUS |:
—

Figure 1. FAS366U Block Diagram
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The FAS366U implements QLogic’s new SCSI DMA transfers are terminated by deasserting
target and initiator block transfer sequences. The blo€REQ. Deassertion of DREQ is triggered by the
sequences reduce firmware overhead and are compolsadliing edge dDBRD or DBWR under any of the
of the following new commands: Target Block following conditions:

Sequence (including the bus idle timer), Initiator Block «  To prevent FIFO overrun conditions
Sequence, Load/Unload Block Registers Sequences, . To prevent FIFO underrun conditions

Abort Block Sequence, and Disconnect Abort Block . When the required amount of data has been
Sequence. transferred

The FAS366U supports both single-ended and When DREQ is deasserted, the FAS366U ignores

differential mode SCSI operations and operates i 5BRD andDBWR. Data transfers do not take place
initiator and target roles. The FAS366U has been | njess DREQ is asserted.

optimized for interaction with a DMA controller and The FAS366U does not generate parity on the

the controlllng.mlcrc.)processor.. _incoming DMA bus. Correct parity must always be
The versatile split-bus architecture supports varioug,splied with the data.

microprocessor and DMA bus configurations. A

separate 8-bit microprocessor bus (PAD) provides

The DMA interface signals are described in table 1.

access to all internal registers, and a 16-bit DMA bus Table 1. DMA Interface Signals

(DB) provides a path for DMA transfers through the - - —

FIFO. Each bus is protected by a parity bit (byte-wid| Pn | Type |Active Level Description

parity) to improve data integrity. During data transfery DREQ | O High The FAS366U DMA

the microprocessor has instant access to status and requestline begins and ends
the ability to execute commands. DMA cycles.

SCAM Implementation DACK I Low The acknowledge is used ps

a chip select to activate
FAS366U drivers and to
acknowledge acceptance|of

The FAS366U supports levels 1 and 2 of the SCAM
protocol. (Refer to the latest revision of X3T10/855D,
Annex B.) SCAM protocol requires direct access andl

control over the SCSI data bus and several of the SGSI DREQ.
phase and control signals. The majority of the SCANM DBRD | | | Rising edgg The trailing edge accepis
protocol can be implemented in firmware at data from the FAS366U fgr
microprocessor speeds. The following SCAM features DMA read operations.
are supported in the hardware: DBWR | Rising edge The trailing edge strobepg
= Arbitration without an ID data into the FAS366U
= Slow response to selection with an EIFO on DMA write
unconfirmed ID operations.

= Detection of and response to SCAM selectiop

Fast DMA Protocol

The fast DMA protocol is required for supporting
the full bandwidth of Ultra, wide SCSI. ) _
The DREQ signal initiates DMA transfers and runs . | € FAS366U interfaces include the
asynchronous to the user’s clock. For read operatiorf@icroprocessor bus and the SCSI bus. Pins that support
DACK acts as a chip select to enable the FAS366U these interfaces and other chip operations are shown in
drivers onto the DMA bus. The chip selectrol®aCK ~ figure 2.
helps support the burst timing of fast DMA mode. :
DACK selects the FAS366U after DREQ is asserted arPdaCkagmg ) _ _ _ )
is removed either after DREQ is deasserted or when the The FAS366U is available in a 128-pin plastic quad
DMA transfer is paused. flat pack (PQFP).
DBRD requests data from the FAS366U and
DBWR validates data sent to the FAS366U. Data is
valid around the rising (trailing) edge BBRD or
BWR.

DB15-0| I/O N/A This is the DMA data bus.

Interfaces

g
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TEC376/386
Triple Embedded Controller

Features = 16-bit DMA bandwidth of 40 Mbytes/sec peak,

36 Mbytes/sec sustained

Compliance with ANSI SCSI configured « Table search tool to su fati ;
! pport sophisticated disk
automatically (SCAM) protocol caching operations

Compliance with ANSI X3T10/1071D Fast-20 Data protection with buffer CRC (BCRC)

standard Enhanced data streaming support

Wide, 16-bit Ultra SCSI synchronous data . .
: Hardware XOR (exclusive OR) function at
transfer rates up to 40 Mbytes/sec and DMA speeds (TEC386)

asynchronous up to 14 Mbytes/sec (TEC386) .

Narrow, eight-bit Ultra SCSI synchronous data nglckal block address (LBA) seeder and
transfer rates up to 20 Mbytes/sec and checker
asynchronous up to 7 Mbytes/sec (TEC376) = Dual TEC mode to support dual ported

Multithread automation applications
Initiator and target support for automated inti
disconnection a?nd rec?c?nnection Product Descrlpt!on )
Differential support (TEC386) The TEC376/386 triple embedded controller is part
Disk data rate of 16 Mbytes/sec of the QLogic family of high-performance, low-cost,
Enhanced, programmable Reed Solomon  single-chip, disk data controllers for use in host and
144- or 192-bit ECC data field protection withperipheral applications. The TEC376/386 provides a
on-the-fly, quadruple-burst error correction  state-of-the-art disk formatter, a high-speed buffer
ID-less disk formatter providing controller, and Ultra SCSI synchronous transfer rates
magnetoresistive (MR) head support (see figure 1). The TEC376/386 SCSI controller core
provides advanced SCAM level 1 and level 2 support.

| MICROPROCESSOR PORT |

BUS TIMING  ADDRESS DATA

MICROPROCESSOR

Embedded Disk
Controller Chipg

INTERFACE LOGIC

MICROPROCESSOR BUS

y

DATA
FLOW
CONTROL

BUFFER
CONTROLLER

DISK PORT SCSI PORT

scsl DATA
PROCESSOR CONTROL

y

REED
SOLOMON
ECC ENGINE

DISK
FORMATTER

DATA AND CONTROL

DATA BUS t

ADDRESS & TIMING DATA

DATA BUFFER PORT

Figure 1. TEC376/386 Block Diagram
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The TEC376/386 supports QLogic’s SCSI TargetDisk Formatter
Block Sequence and Initiator Block Sequence that The TEC376/386 disk formatter supports the
reduce interrupt overhead in single-thread and following:
multithread operations by implementing SCSI firmware On-the-fly correction up to 12 bytes
sequences in the hardware. The block sequences are Embedded servo field skipping support
composed of the following new commands: Target « Variable length sectors up to 5966 bytes
Block Sequence (including the bus idle timer), Initiator ) ) ) 7
Block Sequence, Load and Unload Block Registers The disk formatter is a full-function, disk interface

Sequences, Abort Block Sequence, and Disconnectcontroller. The disk formatter structure contains a data
Abort Block Sequence. FIFO, ECC engine, and a writable control store (WCS)

The TEC386 supports both single-ended SCSI a te machine. Buffer controller DMA channel 0 is
differential SCSI mode operations (the TEC376 ed'catEd_ to _the disk formatter. .
supports single-ended SCSI operations only), operates The dlsk interface control operatlon. occurs when
in initiator and target roles, and supports XOR the local microprocessor loads all required control
operations. The TEC376/386 microprocessor interfadgformation and parameter values into the WCS RAM,
is optimized to support DMA access of buffer memonfhen issues a command. The disk formatter
In addition, the TEC376/386 maximizes protocol ~ automatically executes the command with no further

efficiency with a FIFO command pipeline and stackeficroprocessor intervention required.

commands to minimize host intervention. The disk formatter performs all operations while
The TEC376/386 is designed for use in fully supporting sector splits for embedded servo disk
high-performance 3.5-inch and 2.5-inch embedded drives. Embedded servo support consists of a servo split
SCSI disk drive designs. count value from the DRAM-based table, counters, and
a timer. The TEC376/386 has the ability to split a data
Product Architecture field or ECC field around a servo cell.
SCSI Processor A powerful 144- or 192-bit Reed Solomon code

The TEC376/386 SCSI processor supports the provides ECC protection for the data field. This code
following: supports quadruple-burst, on-the-fly correction up to

= Ultra SCSI data rates of 20 Mtransfers at 92 ?Atsé.g\évétkgﬁgc;relgt%?lsng, the TEC376/386 supports
40 Mbytes/sec for TEC386 and 20 Mbytes/seg '

for TEC376 MR-head support is accomplished with ID-less
= Compliance with the ANSI X3.131-1994 architecture that enhances capacity and throughput. IDs
SCSI-2 standard and sector pulses generated from a DRAM-based table

= Compliance with the ANSI X3T10-855D are fetched for each servo cell on the track.
SCSI-3 parallel interface (SPI) standard

= SCSI-3 message support Buffer Controller

= Programmed active negation The TEC376/386 buffer controller supports the

« Differential support (TEC386) following:

The TEC376/386 SCSI bus interface provides - aMna:ij_)rTir?(gytf‘feesr F}E%%;%)Mbytes (TEC386)
direct, single-ended SCSI bus control. The TEC386 also Page mode or static column mode DRAMs for
provides differential SCSI bus control. The fast burst DMA
TEC376/386 SCSI processor consists of programmable . .
registers and state machine sequencers that interface to 1he TEC376/386 buffer management is provided
the SCSI bus on one side and to a fast, buffered DMRY @ four-channel, high-speed, bursting DMA
channel on the other. A high-level state machine controller. The buffer controller connects the buffer
performs the selection and reselection sequences, aAi*AM to the disk channel, ECC channel, SCSI

several low-level state machines perform the actual channel, and the microprocessor bus. The buffer
SCSI bus cycle operations. controller regulates all data movement into and out of

DRAM buffer memory. Each DMA channel supports
DMA bursting, which maintains the optimal bandwidth.
The disk and SCSI channels each have a 16-word deep
FIFO. Each DMA channel has associated control,
configuration, and buffer memory address registers.
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The buffer controller also provides microprocessor Data Flow automatically prevents buffer overflow
address decoding, priority arbitration for the buffer and underflow conditions by temporarily suspending
resource, BCRC, and automatic DRAM refresh contrdpausing) the disk formatter or SCSI processor DMA

The buffer controller table search tool compares 1¢hannel before the buffer becomes full or empty. To stop
or 32 bits to a table of numbers, such as an LBA, to the disk formatter on sector boundaries and not in the

provide high-speed lookups for cache, zone, defect, aftiddle of a data field, the disk formatter is paused by
other searches required by the system. suspending the start of any disk sequence after a sector’s

An XOR engine running at DMA speeds generategata field is processed. The SCSI processor is paused

an XOR of two data buffers to support the SCSI-3 on SCSI block boundaries only.

redundant array of inexpensive disks (RAID) Microprocessor Interface
commands in the TEC376/386. RAID commands The TEC376/386 samples the BA signals during
include XDRead, XDWrite, and XDParity. power-up reset to configure the microprocessor

To facilitate firmware debugging and to guaranteeperating mode. Power-down (low-power) mode is
data integrity, LBA seeding is provided for all data controlled by the microprocessor.

blocks written to the disk. The TEC376/386 connects to the Intel and Motorola
Data Flow Control microprocessors as described below:
Data Flow reduces data transfer time by = Direct-connect microprocessor support for

automatically monitoring and controlling the flow of Intel 80186 and 80188

data between the disk and the SCSI channels. Thisis * EXternal logic for Motorola 68000 and 68300

accomplished by reducing the number of interrupts that Series

occur in a typical disk-to-SCSI data transfer. When the  Pins that support microprocessor interfaces and

disk and SCSI data transfer rates are the same, botlother chip operations are shown in figures 2 and 3.

channels transfer data at the maximum rate, which .

prevents slipped sectors in the disk port and periods Bfackaging

inactivity during the data phases of a SCSI bus transfer. The TEC376 is available in a 100-pin plastic quad
flat pack (PQFP), and the TEC386 is available in a

Controller Chipg

120-pin PQFP. ~
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Figure 2. TEC376 Functional Signal Grouping
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TEC420
Triple Embedded Controller

Features = Table search tool to support sophisticated disk
. . i caching operations
= Compliance with ANSI SCSI configured « Data protection with buffer CRC (BCRC)

automatically (SCAM) protocol

= Compliance with ANSI X3T10/1071D Fast-20
standard

Enhanced data streaming support
Hardware XOR (exclusive OR) function at

- . DMA speeds
= Wide, 16-bit Ultra SCSI synchronous data .
transfer rates up to 40 ngtes/sec ng|ckal block address (LBA) seeder and
= Narrow, eight-bit Ultra SCSI synchronous data (I:Duea(I: .l_eéc mode to support dual ported
transfer rates up to 20 Mbytes/sec applications

= Multithread automation

= Initiator and target support for automated
disconnection and reconnection

= Differential support Product Description

» Disk data rate of 30 Mbytes/sec . .
« Enhanced, programmable Reed Solomon The TEC420 triple embedded controller is part of

144- or 192-hit ECC data field protection withthe QLogic family of high-performance, low-cost,
on-the-fly, quadruple-burst error correction ~ single-chip, disk data controllers for use in host and

= Programmable sequencer to automate SCSI
protocol handling

» ID-less disk formatter providing peripheral applications. The chip is designed for use in
magnetoresistive (MR) head support high-performance 3.5-inch and 2.5-inch embedded

= 16-bit DMA bandwidth of 70 Mbytes/sec SCSI disk drive designs, and provides a state-of-the-art
sustained disk formatter, a high-speed buffer controller, and Ultra

SCSI synchronous transfer rates (see figure 1).

| MICROPROCESSOR |

BUS TIMING ADDRESS DATA

MICROPROCESSOR

Embedded Disk
Controller Chipg
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MICROPROCESSOR BUS

DATA
FLOW
CONTROL

SEQUENCER
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CONTROLLER

DISK PORT SCS| PORT

REED
SOLOMON
ECC ENGINE

DATA

DISK
FORMATTER

scsli DATA
CONTROLLER CONTROL

AND
CONTROL

ADDRESS AND TIMING DATA

DATA BUFFER PORT

Figure 1. TEC420 Block Diagram
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The TEC420 SCSI controller core provides The Harvard architecture of the sequencerimproves
advanced SCAM level 1 and level 2 support. performance and flexibility by separating instruction

The TEC420 includes a sequencer to provide thénd data memory. Its pipelined architecture overlaps

user with a flexible, programmable means to coordinaif@struction fetch and results storage with instruction
SCSI sequences. decode and execution cycles to provide two-clock

The TEC420 supports both single-ended SCSI adlaftruction execution and four-clock branch execution.
differential SCSI mode operations, operates in initiatqr’ '€ ssguen%edr supports dérect, indirect, absolute, and
and target roles, and supports XOR operations. The'MMediate addressing modes.

TEC420 microprocessor interface is optimized to The sequencer has a 32-byte register file, a five-level

support DMA access of buffer memory. deep stack, an integer ALU, and other special purpose
registers. The sequencer has access to its internal

Product Architecture registers, the SCSI FIFO, the DRAM buffer, and all

registers within the TEC420. This access provides
flexibility in automating the TEC420 to respond to SCSI
commands.

The sequencer supports two types of interrupt
schemes: firmware and hardware. The firmware
interrupt allows the external microprocessor to initiate
SCSI-2 standard . L X e
X . . an operation within the sequencer without stopping its
" (Sigrglp Islaggr%m}ki]nttrgfgtl:\les(ls)l(j)-r sltcz)ir?ggra current operation. The firmware interrupt vector can be
= SCSI-3 message support modified by the microprocessor while a sequencer

« Programmable active negation program is running. _
= Differential support The hardware interrupts come directly from the

The TEC420 SCSI bus interface provides direct SCS| module. The sequencer can be configured to

. 'deliver these interrupts to the microprocessor or to
single-ended SCSI bus control. The TEC420 also intercept these interrupts and act on them as part of
provides differential SCSI bus control. The TEC420 ! P : up P

command automation. Hardware interrupts handled

SCSI Processor

The TEC420 SCSI processor supports the
following:

» Ultra SCSI data rates of 40 Mbytes/sec
= Compliance with the ANSI X3.131-1994

other. A programmable sequencer provides commarfdisk Formatter
automation. The TEC420 disk formatter supports the following:
Sequencer = On-the-fly correction up to 12 bytes
- = Embedded servo field skipping support
The TEC420 sequencer supports the following: .
= Maximum of 20 MIPS (50-ns instruction cycle = Variable length sectors up to 5968 bytes

except for branch) The disk formatter is a full-function, disk interface
= 64 single-word instructions only controller. The disk formatter structure contains a data
= 14-bit wide instructions FIFO, ECC engine, and a writable control store (WCS)
= Eight-bit wide data path state machine. Buffer controller DMA channel O is
= 256 instruction locations dedicated to the disk formatter.
= 32 general purpose registers The disk interface control operation occurs when
= Five-level deep hardware stack the local microprocessor loads all required control
= Direct, indirect, absolute, and immediate  information and parameter values into the WCS RAM,
addressing modes then issues a command. The disk formatter

Two firmware interrupt sources: 10 and I1 - gutomatically executes the command with no further
= Two hardware interrupts, one with four-bit microprocessor intervention required.

au':loirrlwt.errupt vec;[]or anﬁ shtatu§ b The disk formatter performs all operations while
= Fullchip access through the microprocessor lr'uﬁly supporting sector splits for embedded servo disk
The sequencer allows the user to customize SCSlrives. Embedded servo support consists of a servo split
sequences. A simple program sequence implements gaint value from the DRAM-based table, counters, and
QLogic Target Block Sequence commands. A a timer. The TEC420 can split a data field or ECC field
256-location instruction memory allows the user to around a servo cell.
customize autocommand features.
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A powerful 144- or 192-bit Reed Solomon code Data Flow automatically prevents buffer overflow
provides ECC protection for the data field. This codeand underflow conditions by temporarily suspending
supports quadruple-burst, on-the-fly correction up to(pausing) the disk formatter or SCSI processor DMA
96 bits. The TEC420 supports sectors up to 5968 bytelsannel before the buffer becomes full or empty. The

in length. disk formatter is paused on sector boundaries. The SCSI

MR-head support is accomplished with an ID-lesgrocessor is paused on SCSI block boundaries only.
architecture that enhances capacity and throughput.\sicroprocessor Interface

Servo split and sector countinformation generated from . .
a DRAM-based table are fetched for each servo cell %%wgﬁ?ugfgsﬁ(t)osgg:ﬁilgj r??hgén?é?ggg feus,”sré?

the track. operating mode. Power-down (low-power) mode is
Buffer Controller controlled by the microprocessor.
The TEC420 buffer controller supports the The TEC420 connects to the Intel and Motorola
following: microprocessors as follows:
= Maximum buffer size of 2 Mbytes = Direct-connect microprocessor support for
= Extended data out (EDO) DRAMS for fast burst Intel 80186 and 80188
DMA = External logic for Motorola 68000 and 68300

The TEC420 buffer management is provided by a Seres

high-speed, bursting DMA controller. The buffer Pins that support microprocessor interfaces and
controller connects the buffer DRAM to the disk other chip operations are shown in figure 2.
channel, ECC channel, and SCSI channel. The buff .

controller regulates all data movement into and out j%’aCkagmg

DRAM buffer memory. Each DMA channel supports ~ The TEC420 is available in a 128-pin plastic quad

DMA bursting, which maintains the optimal bandwidthflat pack (PQFP).
The disk and SCSI channels each have a 32-word deep

FIFO. Each DMA channel has associated control,

configuration, and buffer memory address registers.

The buffer controller also provides microprocessor
address decoding, priority arbitration for the buffer
resource, BCRC, and automatic DRAM refresh control.

The buffer controller table search tool compares 16
or 32 bits to a table of numbers, such as an LBA, to
provide high-speed lookups for cache, zone, defect, and

Embedded Disk
Controller Chipg

other searches required by the system.

An XOR engine running at DMA speeds generates
an XOR of two data buffers to support the SCSI-3
redundant array of inexpensive disks (RAID)
commands in the TEC420. RAID commands include
XDRead, XDWrite, and XDParity.

To facilitate firmware debugging and to guarantee
data integrity, LBA seeding is provided for all data
blocks written to the disk.

Data Flow Control

Data Flow is designed to reduce data transfer time
by automatically monitoring and controlling the flow of
data between the disk and the SCSI channels. This is
accomplished by reducing the number of interrupts that
occur in a typical disk-to-SCSI data transfer. When the
disk and SCSI data transfer rates are the same, both
channels transfer data at the maximum rate, which
prevents slipped sectors in the disk port and periods of
inactivity during the data phases of a SCSI bus transfer.
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Figure 2. TEC420 Functional Signal Grouping
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ATEC378
ATA Triple Embedded Controller

specification (see figure 2). This bus is directly driven
by the ATEC378 with high-current I/O buffers that have
Schmitt trigger inputs. The chip provides a combined
state-of-the-art disk formatter, buffer controller, and
host ATA bus processor controller.

Features

Register architecture similar to QLogic TEC
products for fast firmware adaptation

= Power-down management, low-power

operation: idle, standby, and sleep modes
L The ATEC378 offers high data transfer

Product Description performance for both host and disk interfaces. The chip

The ATEC378 is a small, low-cost, disk and host€Xceeds all ATA-2 and ATA-3 bus specifications for
bus interface controller solution intended for advanced PIO timing modes 3 and 4 and meets
next-generation, small ATA drives (see figure 1). Spgcéf'catfnft fOVIDYTl\‘/Ile't't"VOVdeMA gm'“gl TOdedS 21'|%h

This single-chip, integrated circuit is essential fo2Nd 9, ana uitra ransier modes u, 1, and 2. the
high-performance, data path controlin ATA-compatibI@TEC378 provides an e'.ght'b't parallel NRZ disk
disk drives, which are required in PC computer systenjBterface that supports disk data rates of up to
The ATEC378 directly connects to the host bus througfP MPytes/sec.
a cable and adapter arrangement defined in the ATA
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Figure 1. ATEC378 Block Diagram
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/ / ATA ADAPTER PORT
NOTE: THE CABLE PLUGS INTO EITHER ADAPTER

EMBEDDED AT DRIVES

ATEC378 CHIP

Figure 2. ATEC378 Chip Within a Host System

Interfaces

The ATEC378 interfaces consist of the
microprocessor interface, the buffer controller

interface, the DMA interface, the disk formatter

interface, and the host ATA bus interface.

The ATEC378 pins that support these and other cHipllowing:
interfaces are shown in figure 3 and described in the
following sections.

Microprocessor

The ATEC378 microprocessor supports the
following:

Intel 80188 and 80186 multiplexed bus
architecture direct connection; minimal
external logic requirement for Motorola 68000
Zero wait state microprocessor 1/O timing for
all register read operations

Buffer Controller

The ATEC378 buffer controller supports the

following:

3-24

50 Mbytes/sec peak bandwidth

16-bit data protection with buffer cyclical
redundancy check (BCRC) for block-oriented
data and protection against miscorrecting data
Enhanced Data Flow and greater system
efficiency using hysteresis (ensures that a
programmable amount of data is available in the
buffer before initiating a data transfer).

Logical block address (LBA) seeding and
checking for firmware debugging, data
integrity, and mispositioning protection

16-bit DRAM data buffer

Enhanced microprocessor data buffer access
Support for fast page mode DRAMs for fast
burst DMA

Product Catalog

Autoreload address pointers for circular buffers
Multiple DMA ports and automatic DRAM
refresh

Disk Formatter

The ATEC378 disk formatter supports the

Enhanced, programmable Reed Solomon 144-
or 192-bit ECC data field protection with
on-the-fly, quadruple-burst error correction
with error logging

DRAM-based, ID-less disk formatter that
provides magnetoresistive (MR)-head support
Disk data rate of 25 Mbytes/sec, eight-bit
parallel

Embedded servo field skipping support
Single-sector and multisector operations
Writable control store, 31 words by 32 bits
wide, for flexible operation

Host ATA Bus

The ATEC378 host ATA bus supports the following:

Conformity with ANSI ATA-2 and ATA-3
standards

Conformity with ATA/ATAPI-4 revision 8 draft
ATA command and control block (WD1003
task file registers emulation) with local
(snapshot) register set for advanced
performance extensions

Automated host command processing on all
write and certain read commands

Host ATA bus data transfer timing rates:

0 Upto 16.6 Mbytes/sec PIO

0 16.67 Mbytes/sec DMA

0 33 Mbytes/sec ultra DMA

ATAPI support
Hardware that handles full data streaming on
read/write multiple commands
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Packaging

The ATEC378 is available in a 128-pin plastic quad flat pack (PQFP).
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FTEC440
Triple Embedded Controller for Fibre Channel

Features = Table search tool to support sophisticated disk
. . caching operations
= Dual Port Fibre Channel Arbitrated Loop « Data protection with buffer CRC (BCRC)

(FC-AL) Interface Manager

100 Mbytes/sec data transfer rate
On-chip 8B/10B encode and decode
10-bit interface to external transceivers

Disk data rate of 33 Mbytes/sec Product Description

Eggi?fgféggqg{fgéncazggzﬁgﬂ %%?engggn The FTEC440 triple embedded controller is part of

with on-the-fly, five-burst error correction  the QLogic family of high-performance, low-cost,
ID-less disk formatter providing single-chip, disk data controllers. It provides a
magnetoresistive (MR)-head support state-of-the-art disk formatter and a high-speed buffer
On-the-fly correction up to 20 bytes controller. The FTEC440 is designed for use in
Embedded servo field Sk|pp|ng support high-performance, 3.5- and 2.5-inch embedded Fibre
Variable length sectors up to 7840 bytes Channel disk drive designs. Figure 1 shows the block
125 Mbytes/sec total, sustained 32-bit DMA diagram for the FTEC440.

bandwidth

= Enhanced data streaming support
= Intelligent sequencer to automate Fibre
Channel operations

| MICROPROCESSOR PORT |

BUS TIMING ADDRESS DATA

Embedded Disk
Controller Chipg

MICROPROCESSOR SEQUENCER
INTERFACE LOGIC
MICROPROCESSOR BUS
DATA BUFFER
FLOW FIBRE CHANNEL
corow CONTROLLER PORTS
DATA & CONTROL DISK REED TRANSMIT
FORMATTER SOLOMON FIBRE CHANNEL RECEIVE
ECC ENGINE
DATA BUS t
ADDRESS & TIMING DATA
Figure 1. FTEC440 Block Diagram
Product Architecture transmitter and receiver modules that connect to the
) FCIM through two 10-bit interfaces. The FCIM
Fibre Channel Interface Manager includes an 8B/10B encoder and decoder, an elasticity

The Fibre Channel Interface Manager (FCIM)  buffer for clock skew management, and an FC-AL state
implements the FC-AL protocol, including the FC-1 machine. The FCIM transmits and receives at the full
and FC-2 layers of the signaling interface. The FC-OFibre Channel rate of 106.25 Mbytes/sec. As specified
layeris implemented for each port by external serial link the FC-AL protocol, the FCIM uses the alternate
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buffer-to-buffer credit model to pace frames. The FCINhterrupts handled through the sequencer are based on
receive path validates and routes frames received frahe values of the SCSI module interrupt and status

the Fibre Channel to the appropriate area in the franvector inputs.

buffer. The transmit path transmits frames from the
frame buffer to the Fibre Channel. The FCIM
automatically handles frame delimiters and frame

Disk Formatter
The disk formatter is a full-function, disk interface

control. controller. The disk formatter structure contains a data
FIFO, ECC engine, and a writable control store (WCS)
Sequencer state machine.

The FTEC440 sequencer supports the following:  The disk interface control operation occurs when
= Maximum of 20 MIPS (50-ns instruction cyclethe local microprocessor loads all required control

except for branch) information and parameter values into the WCS RAM,
= 64 single-word instructions only then issues a command. The disk formatter
= 16-bit wide instructions automatically executes the command with no further
= Eight-bit wide data path microprocessor intervention required.
= 1024 instruction locations The disk formatter performs all operations while
= 32 general purpose registers (16 are dual pofy|ly supporting sector splits for embedded servo disk
to act as mailboxes) drives. Embedded servo support consists of a servo split
= Five-level deep hardware stack count value from the DRAM-based table, counters, and
-

Direct, indirect, absolute, and immediate  , timer. The FTEC440 has the capability to split a data

addressing modes . '
= Two firmware interrupt sources: 10 and I1 field or ECC field around a servo cell.

= Two hardware interrupts, one with four-bit A powerful 192- or 320-bit Reed Solomon code
autointerrupt vector and status provides ECC protection for the data field. This code

«  Fullchip access through the microprocessor bggpports five-burst, on-the-fly correction up to 160 bits.

With error logging, the FTEC440 supports up to
The sequencer allows the user to automate the 7840 byte segcg[org. PP P

FC-AL and SCS protocol. MR-head support is accomplished with ID-less

The Harvard architecture of the sequencer improveg. oot re that enhances capacity and throughput. IDs

performance and flexibility by separating instruction 4 sector pulses generated from a DRAM-based table
and data memory. Its pipelined architecture overlaps

: ) o “Mare fetched for each servo cell on the track.
instruction fetch and results storage with instruction

decode and execution cycles to provide two-clock Buffer Controller

instruction execution and four-clock branch execution. The FTEC440 buffer controller supports the
The sequencer supports direct, indirect, absolute, arfdllowing:

immediate addressing modes. = Maximum buffer size of 4 Mbytes

The sequencer has a 32-byte register file, afive-level «  High-speed buffer memory initialization and
deep stack, an integer ALU, and other special purpose verification to reduce power on initializations
registers. The sequencer has access to its internal = Synchronous DRAM (SDRAM)

registers, the FC-AL command FIFO, the DRAM FTEC440 buffer mana . .
; L ' gement is provided by a
buffer, and all registers within the FTEC440. This our-channel, high-speed, bursting DMA controller.

access provides flexibility in automating the FTEC44 he buffer controller provides the connection between

to respond to SCSI commands. _ the buffer DRAM and the disk channel, ECC channel,
The sequencer supports two types of interrupt  Fibre Channel, and the microprocessor bus. The buffer
schemes: firmware and hardware. The firmware  controller regulates all data movement into and out of
interrupt allows the external microprocessor to initiat®RAM buffer memory. Each DMA channel supports
an operation within the sequencer without stopping itSMA bursting, which allows the optimal bandwidth to
current operation. The firmware interrupt vector can k}% maintained. Each DMA channel has associated
modified by the microprocessor while a sequencer control, configuration, and buffer memory address

program is running. registers.

_ The hardware interrupts come directly fromthe  The buffer controller also provides microprocessor
Fibre Channel module. The sequencer can be address decoding, priority arbitration for the buffer
configured to deliver these interrupts to the resource, BCRC, and automatic DRAM refresh control.

microprocessor or to intercept these interrupts and act
on them as part of command automation. Hardware
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The buffer controller table search tool compares 16
or 32 bits to a table of numbers, such as an LBA, to
provide high-speed cache lookup, zone lookup, defect
lookup, and other searches the system requires.

To facilitate firmware debugging and to guarantee
data integrity, LBA seeding is provided for all data
blocks written to the disk.

Data Flow Control

Data Flow is designed to reduce data transfer time
by automatically monitoring and controlling the flow of
data between the disk and the Fibre Channel ports.
Automatic control of data flow between these channels
reduces the number of interrupts that occur in a typical
disk-to-Fibre Channel data transfer.

Data Flow automatically prevents buffer overflow
and underflow conditions by temporarily suspending
(pausing) the disk formatter or Fibre Channel DMA
channel before the buffer becomes full or empty. To stop
the disk formatter on sector boundaries and not in the
middle of a data field, the disk formatter is paused by
suspending the start of any disk sequence after a sector’s
data field has been processed. The Fibre Channel
processor is paused on Fibre Channel frame boundaries
only.

Microprocessor Interface

The FTEC440 samples the DRAM buffer address
signals during power-up reset to configure the
microprocessor operating mode. Power-down
(low-power) mode is controlled by the microprocessor.

The FTEC440 connects to the microprocessors as
described below:

= Direct-connect microprocessor support for

Intel 80188 and 80186

= Microprocessor support with external logic for
Motorola 68000 and 68300 series

The 68300 and 68000 microprocessor series
provide separate, nonmultiplexed address and data
buses.

FTEC440 pins that support microprocessor
interfaces and other chip operations are shown in
figure 2.

Packaging
The FTECA440 is available in a 225-pin ball grid
array (BGA) package.
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Figure 2. FTEC440 Functional Signal Grouping
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Features -

ISP Initiator Firmware
The ISP firmware implements a cooperative

ISP1000/1000U

ISP1000/1000U
Intelligent SCSI Processor

No host intervention to execute SCSI
operations from start to finish

Compliance with ANSI SCSI standard Simultaneous, multiple logical threads

X3.131-1994 -
Compliance with ANSI X3T10/855D SCSI-3 Product Description

parallel interface (SPI) standard . ) .
Compliance with ANSI X3T10/1071D Fast-20.__The ISP1000/1000U is a single-chip, highly
standard (ISP1000U) integrated, bus master, SCSI I/O processor for use in
Supports fast and wide SCSI transfers SCSI applications. It interfaces the Sun Microsystems
(1ISP1000) SBus to an ANSI fast and wide SCSI bus and contains
Supports fast, wide, and Ultra SCSI (Fast-20pn onboard RISC processor. The ISP1000/1000U is a
transfers (ISP1000UV) fully autonomous device, capable of managing multiple
Initiator or target mode I/O operations and associated data transfers from start
Onboard RISC processor to execute operations finish without host intervention. The ISP1000/1000U
at the I/O control block level from the host  block diagram is illustrated in figure 1.

memory
1SP1000/1000U
HOST MEMORY PCI INTERFACE SXP SCSI ENGINE
y
DATA CHANNEL FIFO
HOSTDSR?\}:ET,‘;NARE DATA FIFO
wcs
10CBS l COMMAND RISC 1/0 DATA BUS CSL,)AFNI‘:EED
SBUS FIFO
REQUEST
MESSAGE
QUEUE BUFFER

SXP CODE

SEQUENCERS

VA RISC
CONTROL ]
REGISTER
FILE

MAILBOX o [ |

REGISTERS ALU

ULTRA WIDE
SCSI BUS
| ——-

MEMORY
INTERFACE

CTRL/CONFIG J

Processor Chigs

— CONTROL
REQSSSUNESE REGISTERS REGISTERS (/_')
O
@
=
16-BIT ADDRESS gég%?s‘/@rk ﬁ
E % 16-BIT DATA MEMORY :'o:

Figure 1. ISP1000/1000U Block Diagram

interface is intended for debugging, configuration, and
error recovery. The multithreaded SCSI transport

multitasking host adapter that provides the host withinterface maximizes use of the SCSI and host buses, and
ISP1000/1000U processing.

capabilities, thus freeing the host from the demands &f,system Organization

complete SCSI command and data transport

the SCSI bus protocol. The firmware provides two
interfaces to the host: the command interface and th
SCSiltransportinterface. The single-threaded comma
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Product Catalog

To maximize 1/O throughput and improve host and
Sl bus utilization, the ISP1000/1000U incorporates
ahigh-speed, proprietary RISC processor; anintelligent
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SCSiI bus controller (SCSI executive processor [SXP]); The RISC memory interface is a 16-bit data path
and a host bus dual-channel, first-party DMA controllethat provides access to RISC instructions, data, and 1/O
The SCSI bus controller and the host bus DMA transactions. The RISC processor can access internal
controller operate independently and concurrently ROM as well as RAM and ROM external to the
under the control of the onboard RISC processor forlISP1000/1000U. The first 4K words of address space
maximum system performance. The ISP1000/1000Uare allocated for internal memory. The remaining 60K
RISC interface requires external program data memowords of address space are allocated for external

The complete I/O subsystem solution using the memory.
ISP1000/1000U and associated supporting memory gg ;s Interface

devices is shown in figure 2. The ISP1000/1000U SBus interface supports the
following:
= Address and control signals to operate as a

HOST

——
MEMORY oy 32-bit bus master DMA device
= Control signals to operate in 16-bit slave mode
10CB 1SP1000_ ¥ . = DMA FIFO management and data alignment,
data assembly, and data disassembly
seus| |scsi S:SI = Registers for bus ID, configuration, and DMA
SBUS VF e scs TARGETS functions
i ” ° The ISP1000/1000U interfaces directly with the
lz L Sun Microsystems SBus and operates as a 32-bit, direct
° virtual memory access (DVMA) master. This operation
— (32-bit DVMA) is accomplished through an SBus
CODE/DATA interface unit (SBIU) containing an onboard DMA
MEMORY controller. The SBIU generates and samples SBus

control signals, generates host memory addresses, and
Figure 2. 1/0 Subsystem Design Using the facilitates data transfers between host memory and the
ISP1000/1000U onboard DMA FIFO. It also allows the host to access
the ISP1000/1000U internal registers and communicate
with the onboard RISC processor through the SBus
slave mode operation.
Interfaces ) ) The ISP1000/1000U onboard DMA controller
The ISP1000/1000U interfaces consist of the RISGynsists of two independent DMA channels that initiate
processor, SBus interface, SCSI executive processofyansactions on the SBus and transfer data between the
and FCODE boot PROM. Pins that support these gt memory and the DMA FIFO. The two DMA
interfaces and other chip operations are shown in - cpannels are the command DMA channel and the data
figure 3 and described in the following sections. DMA channel. The command DMA channel has limited
RISC Processor capability and is used mainly by the RISC processor for

The ISP1000/1000U RISC processor supports tlﬁ-,ma” transfers such as fetching commands from and

following: writing status information to the host memory. The data
. . . . DMA channel transfers data between the host memory
= High-speed instruction execution
. and the SCSI bus.
= Flexible external memory support . .
=« Programmable cycle time for external memory The SBIU internally arbitrates between the two
access channels and alternately services them. Each DMA
= Internal 16-bit wide data paths channel has a set of registers that are programmed for

) transfers by the RISC processor.
One of the major features of the ISP1000/1000U is

its ability to handle complete 1/O transactions with né>CSI Executive Processor
intervention from the host. This is accomplished with  The ISP1000/1000U SXP supports the following:
an onboard RISC processor. The ISP1000/1000URISC ,  sCS| A and P cable ready

processor controls the chip interfaces; executes = Asynchronous SCSI transfers up to
simultaneous, multiple 1/0O control blocks (IOCB); and 12 Mbytes/sec

maintains the required thread information for each

transfer.
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SCSI synchronous transfer rates:

The SXP provides an autonomous, intelligent SCSI

0 20 Mbytes/sec interface capable of handling complete SCSI
O 40 Mbytes/sec (Ultra SCSI; ISP1000U) operations. The SXP interrupts the RISC processor only

to handle higher level functions such as threaded

Host-to-SCSI
Processor Chigs

= Programmable SCSI processor i handli
« On-chip data storage operations or error handling.
= 32-bit, configurable transfer counter P ;
» Con . ackagin
= On-chip, single-ended SCSI transceivers ging . ) . . .
(48-mA drivers) The ISP1000/1000U is available in a 208-pin plastic
« Diagnostic support quad flat pack (PQFP).
1SP1000/1000U —
ACK
RISC EraT o SCsI
INTERFACE ECS1D <ﬂ—b INTERFACE
EXTBOOT BSY
E <
: DI E—
RDATA15-0 MSG.
RISCSTB REQ
WE DS
" SD15-0 >
SDP1-0
AS SEL
SBUS —%
INTERFACE —
BR
DATA31-0 DIEEM scsi
DCHAN DIFFS DIFFERENTIAL
DTAPAR |_Eears INTERFACE
DSEL | eesy )
[NIREQ EIC
[ERR 555 S
PAL3.0,PAIG I
RD ESEL
SACK2-0 ETG
SCLK
SIZE2-0
SSL PDATA7-0 FCODE BOOT
PROM
VSS AND GROUND
CLK
MISC Ten)
CONTROL
TRIG
TSTOUT
Figure 3. ISP1000/1000U Functional Signal Grouping
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ISP1040B
Intelligent SCSI Processor

Features = SCSI operations executed from start to finish

. . without host intervention
= Compliance with ANSI SCSI standard ; ; ;
X3.131-1994 Simultaneous, multiple logical threads

= Compliance with ANSI SCSI configured = JTAG boundary scan support

automatically (SCAM) protocol levels 1 and 2 inti
= Compliance with ANSI X3T10/855D SCSI-3 Product Description

parallel interface (SPI) standard The ISP1040B is a single-chip, highly integrated,
= Compliance with ANSI X3T10/1071D East-20bus master, SCSI I/O processor for use in SCSI
standard initiator-type applications. The device interfaces the

= Onboard RISC processor to execute operatiof®Cl bus to a wide, Ultra SCSI bus and contains an
at the 1/0 control block level from the host  onboard RISC processor. The ISP1040B is a fully

memory ] autonomous device, capable of managing multiple 1/0
= Supports fast, wide, and Ultra (Fast-20) SCSbperations and associated data transfers from initiation
data transfer rates to completion without host CPU intervention. The

= SCsSl initiator and target modes of operation |SP1040B block diagram is illustrated in figure 1.
= 32-bit, intelligent bus master, DMA PCI bus

Host-to-SCSI
Processor Chigs

interface
ISP1040B
HOST MEMORY PCI INTERFACE SXP SCSI ENGINE
A
DATA CHANNEL
HOST SOFTWARE
DRIVER DATA FIFO
WCSs
32-BIT
BUS FIFO
REQUEST
QUEUE MESSAGE
CONTROL ]
REGISTER SXP CODE
MAILBOX [ ] ULTRA WIDE
- SCSI BUS
REGISTERS MEMORY
CTRL/CONFIG J . CONTROL
16-BIT ADDRESS EXTEI/?NAL
CODE/DATA
¥ 16-BIT DATA MEMORY
Figure 1. 1SP1040B Block Diagram
ISP Initiator and Target Firmware firmware provides two interfaces to the host system: the

The ISP1040B firmware implements acooperativ@,ommand interface and the SCSI transport interface.
multitasking host adapter that provides the host systehhie single-threaded command interface facilitates

with complete SCSI command and data transport ~ debugging, configuration, and error recovery. The
capabilities, thus freeing the host system from the Mmultithreaded SCSI transport interface maximizes use

demands of the SCSI bus protocol. The ISP1040B of the SCSI and host buses. The ISP1040B can switch
between initiator and target modes.
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1/0 Subsystem Organization = Support for subsystem ID and subsystem

To maximize 1/O throughput and improve host and vendor 1D
SCSI bus utilization, the ISP1040B incorporates a = Dual voltage (3.3V and 5.0V) PCI I/O buffers
high-speed, proprietary RISC processor; an intelligent * Flash ROM support
SCSI bus controller (SCSI executive processor [SXP]); The ISP1040B interfaces directly to the PCI local
and a host bus, dual-channel DMA controller. The SC8BUs and operates as a 32-bit DMA master. This function
bus controller and the host bus DMA controller operatg accomplished through the PCI bus interface unit
independently and concurrently under control of the (PBIU) containing an onboard DMA controller. The

onboard RISC processor for maxim_um system  PBIU generates and samples PCI bus control signals,
performance. The ISP1040B RISC interface requiregenerates host memory addresses, and facilitates data
external program data memory. transfers between host memory and the onboard DMA

The complete 1/0 subsystem solution using the FIFO. The PBIU also allows the host to access the
ISP1040B and associated supporting memory devicéSP1040B internal registers and communicate with the

is shown in figure 2. onboard RISC processor through the PCI bus target
mode operation.
HosT — The ISP1040B onboard DMA controller consists of
MEMORY two independent DMA channels that initiate
transactions on the PCI bus and transfer data between
10CcB ISP1040B ° the memory and DMA FIFO. The two DMA channels
are the command DMA channel and the data DMA
g P scsi S:SI channel. The command DMA channel is used mainly
Pci . LSS mreETs by the RISC processor for small transfers such as
oaa | el 1 fetching commands from and writing status information
BUS to the host memory over the PCI bus. The data DMA
channel transfers data between the SCSI bus and the

[ )
[ ]
[ ]
— PCI bus.
CODLIOATA The PBIU internally arbitrates between the data
MEMORY DMA channel and the command DMA channel and

alternately services them. Each DMA channel has a set
of DMA registers that are programmed for transfers by
Figure 2. 1/0 Subsystem Design Using the the RISC processor.

ISP10408 RISC Processor Interface
The ISP1040B RISC processor interface supports
the following:
Interfaces » Programmable cycle time for external memory
L ) access

The ISP1040B supports the following interfaces: Internal 16-bit wide data paths

= PClbus = Execution of multiple I/0 control blocks from

= RISC processor the host memory

= SCSI executive processor = Management of onboard host bus DMA

controller and SCSI bus controller

Pins that support these interfaces and other chip Reduced host intervention and interrupt

operations are shown in figure 3.

overhead
PCI Bus Interface = Capacity to generate one interrupt per 1/O
The ISP1040B PCI bus interface supports the operation
following: The onboard RISC processor enables the ISP1040B
= 128-byte data DMA FIFO and 64-byte to handle complete I/O transactions with no intervention
command DMA FIFO with threshold control from the host. The ISP1040B RISC processor controls
= 16-bit target mode the chip interfaces; executes simultaneous, multiple
= DMA FIFO management, data alignment, datinput/output control blocks (IOCBs); and maintains the
assembly, and data disassembly required thread information for each transfer.
= PCI Local Bus Specificatiorevision 2.1
compliant
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Figure 3. ISP1040B Functional Signal Grouping

Host-to-SCSI
Processor Chigs

SCSI Executive Processor Interface = Programmable SCSI processor
The ISP1040B SXP interface supports the 0 Specialized instruction set with 16-bit
following: microword
= SCAM level 1 and level 2 support O 384-bit by 16-bit internal control store
0 32-byte FIFO with parity pass-through RAM
option = Diagnostic support
0 Command, status, message in, and message The SXP provides an autonomous, intelligent SCSI
out buffers interface capable of handling complete SCSI
0 Device information storage area operations. The SXP interrupts the RISC processor only
= SCSI synchronous transfer rates of to handle higher level functions such as threaded
40 Mbytes/sec (requires 60-MHz clock) operations or error handling.
= SCSI asynchronous transfer rate of .
12 Mbytes/sec Packaging
The ISP1040B is available in a 208-pin plastic quad
flat pack (PQFP).
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ISP1080
Intelligent SCSI Processor

Features Product Description

= Compliance with ANSI draft Ultra-2 (Fast-40)  The ISP1080 adds Ultra-2 (Fast-40) SCSI support
Low Voltage Differential Signaling (LVDS)  to the expanding functionality of the ISP. The product

= 64-bit PCI host bus interface, compliant with is a single-chip, highly integrated bus master, SCSI /O
PCI Local Bus Specificatiorevision 2.1. processor for SCSI initiator and target applications.
Supports 3.3 volt or 5.0 volt PCI host bus.  Thjs device interfaces the PCI bus to an ANSI Ultra-2

= Upto 80 Mbytes/sec parallel SCSI transferratgﬁast_dfo) SCSI bus and contains an onboard RISC

= Initiator or target mode . processor. The product is a fully autonomous device,

= Onboard RISC processor to execute operatioignable of managing multiple /0 operations and
?r;[(aﬂr:weolr/y O control-block level from the host 554 iated data transfers from start to finish without host

= No host intervention required to execute SCSlvf\;itt?]r\tlﬁgth c.);-iig:el ISSI:)Ii%)a%%|sTi;]oesEsgfltg/§(;eb<|:é)CrEpatlble

operations from start to finish di Sl din fi 1
« Simultaneous, multiple logical threads lagram is lllustrated in figure 1.

ISP1080

HOST MEMORY PCI INTERFACE SXP SCSI ENGINE
HOSTD%R/FEF‘{VARE DATA FIFO
wes
10CBS 64-BIT COMMAND
1 PCI COMMAND RISC l/0 DATA BUS
BUS FIFO

REQUEST

MESSAGE
DMA
REGISTER
FILE

CONTROL

—I MAILBOX [ ]

REGISTERS ALU

SXP CODE

ULTRA-2 LVD
WIDE SCSI BUS
SEQUENCERS [ ——

MEMORY
INTERFACE

CTRL/CONFIG J

CONTROL
RESPONSE _—
QUEUE REGISTERS REGISTERS
I 16 BITADDRESS | [FommeT
CODE/DATA
" 16-BIT DATA ENORY

Host-to-SCSI
Processor Chigs

Figure 1. ISP1080 Block Diagram

ISP Initiator and Target Firmware debugging, configuration, and error recovery, while the
The I1SP1080 firmware implements a cooperativenultithreaded SCSI transport interface maximizes use

multitasking host adapter that provides the host syste?hthe SCSI and host buses. The ISP1080 can switch

with complete SCSI command and data transport ~ between initiator and target modes.

capabilities, thus freeing the host system from the . .

demands of the SCSI bus protocol. The firmware Subsystem Organization

provides two interfaces to the host system: the To maximize 1/O throughput and improve host and

command interface and the SCSI transport interfaceSCSI bus utilization, the ISP1080 incorporates a

The single-threaded command interface facilitates high-speed proprietary RISC processor; an intelligent
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SCSI bus controller (SCSI executive processor [SXP]); =  Support for BIOS PROM
and a host bus, dual-channel, first-party DMA = Support for cache commands

controller. The SCSI bus controller and the hostbus 11,0 |sP1080 interfaces directly to the PCI bus and
DMA controller operate independently and operates as a 64-bit DMA bus master. This operation is
concurrently under the control of the onboard RISC 0o mplished through a PCI bus interface unit (PBIU)
processor for maximum system performance. The that contains an onboard DMA controller. The PBIU
ISP1080 RISC interface requires external program daé@nerates and samples PCI control signals, generates
memory. o _host memory addresses, and facilitates the transfer of
The complete I/0 subsystem solution including th@iata between host memory and the onboard DMA
ISP1080 and associated supporting memory devicesHg=Q. It also allows the host to access the ISP1080
shown in figure 2. internal registers and communicate with the onboard
RISC processor through the PCI target mode operation.

HOST The ISP1080 onboard DMA controller consists of

R——]
VEMORY two independent DMA channels that initiate

transactions on the PCI bus and transfer data between

loce ISP1080 . the host memory and DMA FIFO. The two DMA
. channels are the command DMA channel and the data
. ral el | . scsi DMA channel. The command DMA channel is used
— TARGETS mainly by the RISC processor for small transfers such

DATA as fetching commands from and writing status

information to the host memory over the PCI bus. The
data DMA channel transfers data between the SCSI bus
and the PCI bus.

CODE/DATA The PBIU internally arbitrates between the data
MEMORY DMA channel and the command DMA channel and
alternately services them. Each DMA channel has a set

f DMA registers that are programmed for transfers b
Figure 2. 1/O Subsystem Design Using the ISPlOSfﬁ1e RISC g:ocessor. prog 4

PCI BUS

SCSI Executive Processor
The ISP1080 SXP supports the following:
Interfaces = SCSI A and P cable ready

The ISP1080 interfaces consist of the PCI bus Ultra-2 (Fast-40) SCSI synchronous data
interf SCSlinterf RISC interf BIOS PROM transfer rates of up to 80 Mbytes/sec
Intertace, Intertace, Intertace, = Asynchronous SCSI data transfer rates up to
interface, and NVRAM interface. Pins that support 12 Mbytes/sec

these interfaces and other chip operations are shown in Programmable SCSI processor

figure 3. 32-bit, configurable SCSI transfer counter
On-chip, LVDS SCSI transceivers
Programmable active negation

PCI Interface
The ISP1080 PCI interface supports the following:
= 64-hit (address and data), intelligent bus master, The SXP provides an autonomous, intelligent SCSI
burst DMA host interface for fetching I/O interface capable of handling complete SCSI
control blocks and data transfers operations. The SXP interrupts the RISC processor only
= Dual-channel DMA controller to handle higher level functions such as threaded
= Data DMA FIFO and command DMA FIFO operations or error handling.
with threshold control
= 16-bit slave mode for communication with host
= Boundary alignment and aligned transfers
= Pipelined DMA registers for efficient scatter
and gather operations
= 24-bit transfer counter for I/O transfer lengths
up to 16 Mbytes (DMA)
= Bus ID and configuration registers
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ISP1080
PDATA7-0 ACK ACK SCSI INTERFACE
BIOS PROM ATN, ATN
— |
BSY, BSY
C/D,CID
isC RADDR15-0 DB15-0, DB15-0
INTERFACE ECS30 DBPO, DBPO
'_—
EXTBOOT, DBP1, DBP1
I
RDATA15-0 ‘_[;(I)F:%ENS >
RDPAR o
RISCOE ‘M—SG‘M—_SG
RISCSTB REQRED
— RST,RST,
SEL SEL
| IERVPWR 4,
PCI BUS A
INTERFACE AD630
BCLK NVCLK NVRAM
BGNT NVCS CONTROL
e BREQ__| NVDAT!
CBE7-0 NVDATO
¢ DEVSEL
FRAME
_
IDSEL CLK MISC
- INTA TESTMODE2:0 CONTROL
TRDY TRIG
PARG4A TSTOUT
¢ PERR
—eeee
REQ64
———
SERR RESET
= RESET
TRDY
VDD 20 POWER
VSS AND GROUND

Figure 3. ISP1080 Functional Signal Grouping

RISC Processor

The ISP1080 RISC processor supports the
following:
= Execution of multiple 1/0O control blocks from
the host memory
= Reduced host intervention and interrupt
overhead
= One interrupt or less per 1/O operation

The onboard RISC processor enables the ISP1080
to handle complete I/O transactions with no intervention
from the host. The ISP1080 RISC processor controls
the chip interfaces; executes simultaneous, multiple
input/output control blocks (IOCB); and maintains the
required thread information for each transfer.

Packaging
The ISP1080 is available in a 352-pin ball grid array
(BGA) package.
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ISP1240
Intelligent, Dual SCSI Processor

Features Product Description
64-bit PCI host bus interface, compliant with The ISP1240is the latest addition to the QLogic ISP
PCI Local Bus Specificatiorvision 2.1 family. The chip adds dual channel, Ultra SCSI support
Compliance with ANSI Fast-20 standard  to the expanding functionality of the ISP. The ISP1240
X3T10/1071D is a single-chip, highly integrated, bus master,
Compliance with ANSI X3T10/855D SCSI-3 dual-channel SCSI I/0 processor for SCSl initiator and
parallel interface (SPI) standard target applications. This device interfaces the 64-bit PCI

gupports ffaSt' wide, and Ultra (Fast-20) SCShys to two Ultra SCSI buses and contains an onboard
Tata transter ra}es ina wide. Ultra scs| RISC processor. The ISP1240 is a fully autonomous
C‘r’]"gn(r:]%rl‘su"e”ty operating wide, Ultra device, capable of managing multiple I/O operations

. . . and associated data transfers simultaneously on two
ﬁ]l}]t‘i);?):tf)l’stlgggl]z-ter?]gzg and differential SCSI SCSI channels from start to finish without host

. _intervention. The ISP1240 is host-software compatible

Onboard RISC processor to execute operatloﬁ e -
at the 1/O control-block level from the host |th_the _QLoglc single channel ISP1040, requiring only
memory a minor |nput/qgtput control block (IOCB) change to
SCSI operations executed from start to finishSelect the additional channel. The ISP1240 block
without host intervention diagram is illustrated in figure 1.

Simultaneous, multiple logical threads

ISP1240

Host-to-SCSI
Processor Chigs

HOST MEMORY PCI INTERFACE SCSI INTERFACE
1 DATA CHANNEL
HOST SOFTWARE 512-BYTE FIFO
DRIVER DATA FIFO ULTRA WIDE
[ ——)
10CBS 64-BIT SXP 1
aUS
BUS SEQUENCERS
FQoeoe
QUEUE CTRL REGS
512-BYTE
DATA FIFO DATA CHANNEL
|
128-BYTE
o ULTRA WIDE
COMMAND FIFO Sxp 2 WCS AND
BUFFERS SCSI BUS 2
DMA
R oROE REGISTER| | BOOT ——
QUEUE REGISTERS | GIeT | oot
CTRL/CONFIG
I REGISTERS MEMORY

A 4
l 16-BIT ADDRESS EXTERNAL

% CODE/DATA
16-BIT DATA MEMORY

Figure 1. ISP1240 Block Diagram
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ISP1240

ISP Initiator and Target Firmware
The ISP1240 firmware implements a cooperative,

3 — Parallel SCSI Products

Interfaces
The ISP1240 interfaces consist of the 64-bit PCI

multitasking host adapter that provides the host systeiis interface, two SCSI interfaces, and the RISC

with complete SCSI command and data transport

interface. Pins that support these interfaces and other

capabilities, thus freeing the host system from the chip operations are shown in figure 3.

demands of the SCSI bus protocol. The firmware
provides two interfaces to the host system: the
command interface and the SCSI transport interface.

The single-threaded command interface facilitates -

debugging, configuration, and error recovery. The
multithreaded SCSI transport interface maximizes use
of the SCSI and host buses. The ISP1240 can switch
between initiator and target modes.

Subsystem Organization

To maximize I/O throughput and improve host and
SCSI bus utilization, the ISP1240 incorporates a
high-speed, proprietary RISC processor; two intelligent

SCSil bus controllers (SCSI executive processor [SXP]); :

PCI Interface
The ISP1240 PCI interface supports the following:

64-bit, intelligent bus master, burst DMA host
interface for fetching I/O control blocks and
data transfers

64-bit host memory addressing (dual address
cycle)

Backward compatible to 32-bit PCI
Three-channel DMA controller

512-byte data DMA FIFO per channel and
128-byte command DMA FIFO with threshold
control

16-bit slave mode for communication with host

and a host bus, three-channel, first-party DMA

controller. The SCSI bus controllers and the host bus

DMA controller operate independently and

concurrently under the control of the onboard RISC
processor for maximum system performance. The
ISP1240 RISC interface requires external program data

memory.

The complete I/O subsystem solution using the
ISP1240 and associated supporting memory device%&l

shown in figure 2.

scsi

ISP1240 TARGETS
HOST

R——
MEMORY w
rC co) scsi s
IIF 16 ——
10CB PCI "
= =
scsi
2 TARGETS
1 R—
DATA w
B scsl
u scsi s
S IIF 16

CODE/DATA
MEMORY

Figure 2. 1/O Subsystem Design Using the ISP1240
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Pipelined DMA registers for efficient
scatter/gather operations

24-bit transfer counter for I/O transfer length of
up to 16 Mbytes (DMA)

Bus ID and configuration registers

Support for BIOS PROM

Support for cache commands

3.3V and 5.0V tolerant PCI pads

The ISP1240 is designed to interface directly to the
bus and operate as a 64-bit, DMA bus master. This
operation is accomplished through a PCI bus interface
unit (PBIU) that contains an onboard DMA controller.
The PBIU generates and samples PCI control signals,
generates host memory addresses, and facilitates the
transfer of data between host memory and the onboard
DMA FIFO. It also allows the host to access the
ISP1240 internal registers and communicate with the
onboard RISC processor through the PCI target mode
operation.

The ISP1240 onboard DMA controller consists of
three independent DMA channels that initiate
transactions on the PCI bus and transfer data between
the host memory and DMA FIFO. The three DMA
channels consist of the command DMA channel and two
data DMA channels. The command DMA channel is
used mainly by the RISC processor for small transfers
such as fetching commands from and writing status
information to the host memory over the PCI bus. The
data DMA channels transfer data between two SCSI
buses and the PCI bus.

The PBIU internally arbitrates between the data
DMA channels and the command DMA channel and
alternately services them. Each DMA channel has a set
of DMA registers that are programmed for transfers by
the RISC processor.
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ISP1240
PDATA7-0 ACK >
BIOS PROM ATN scsl
_—
—= INTERFACE
————
‘_C_D CHANNEL 1
ECS10 o AND
RISC [— CHANNEL 2
INTERFACE EXTBOOT, PRUECE——
13 R
RADDR150 DT
RDATA15-0 I —
RDPAR RIS
—_ SEL
RISCOE
—
RISCSTB
—_
WE
DIFEM
DIFFS SCS
—— DIFFEREN NTIAL
ACKGA v INTERFACE
PCIBUS
¥ e ——
INTERFACE 4RSS0 = CHANNEL 1
BCLK AND
) ERST
BONT CHANNEL 2
SCNI_,
— ESD
CBE7-0 ESEL
- —
DEVSEL EIC
|t —————————
FRAME
B —————————_
DENB
—_—
oL NVCLK
‘—INTA' NVCS NVRAM
| ———" NVDATI CONTROL
TRDY
NVDATO
PAR, PARG4
PERR
REQ64.
RESET
SERR RESET
—_
STOP
TRDY VDD
POWER
ySS AND GROUND
BSYLED
MisC
CONTROL CLK
GPI03-0
POD
TESTMODE2-0
TRIG
TSTOQUT

SCSI Executive Processors
Each ISP1240 SXP supports the following:

97-526-00 A

Figure 3. ISP1240 Functional Signal Grouping

Host-to-SCSI
Processor Chigs

The SXP provides an autonomous, intelligent SCSt
interface capable of handling complete SCSI
operations. The SXP interrupts the RISC processor only

Ultra SCSI (Fast-20) synchronous data transfdp handle higher level functions such as threaded
rates up to 40 Mbytes/sec operations or error handling.

Asynchronous SCSI data transfer rates up tOR|SC Processor

12 Mbytes/sec
Programmable SCSI processor f0|lom§$§P1240 RISC processor supports the

32-bit, configurable SCSI transfer counter

SCSI A and P cable ready

On-chip, single-ended SCSI transceivers = Execution of multiple /O control blocks from
(48-mA drivers) the host memory _ _
Programmable active negation = Reduced host intervention and interrupt

overhead
= One interrupt or less per I/O operation
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The onboard RISC processor enables the ISP1240
to handle complete I/O transactions with no intervention
from the host. The ISP1240 RISC processor controls
the chip interfaces; executes simultaneous, multiple
|0CBs for both SCSI channels; and maintains the
required thread information for each transfer.

Packaging
The ISP1240 is available in a 352-pin thermally
enhanced (TE) ball grid array (BGA).
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QLA1040/1041

QLA1040/1041
PCI-to-Ultra SCSI Boards (Single-Ended/Differential)

Features

SCSI bus transfer rates up to:
0O 40 Mbytes/sec wide
0O 20 Mbytes/sec narrow

32-bit bus master data transfers up to
132 Mbytes/sec

Sustained data transfer rates up to 10,000 I/Os

per second (actual performance varies with
system configuration and 1/O transfer size)
Only one PCI bus interrupt per SCSI I/O
operation

Compatible with SCSI-2; SCSI-3; Ultra SCSI,;
and wide, Ultra SCSI peripherals

Product Description

The QLA1040/1041 is an extremely high
performance, third-generation Ultra SCSI board
representing the best in SCSI processor integration.

Based on QLogic’s industry-leading, dual

QLA1040

on-chip processors manage the SCSI bus protocol
host system interface, respectively. This managemg
permits the QLA1040/1041 to complete entire SCSI |
instructions, as well as manage many types of exceplion
or error conditions, without host CPU intervention. This

Supports up to 15 concurrent SCSI peripherals
0 Single-ended support (QLA1040)
0 Differential support (QLA1041)

SCSI disconnect/reconnect queued in on-chip
memory

SCSiltransfer rate arbitration and error recovery
managed onboard

Flash ROM BIOS included for easy field
upgrades

Active termination (QLA1040)

Plug and play — no switches or jumpers
necessary

Internal 68-pin and 50-pin SCSI connectors
External 68-pin, high-density SCSI connector
Meets or exceeds U.S. and international
safety/emissions standards

QLA1041

interrupt generated per SCSI 1/0). The ISP1040B’s tye

processor ISP1040B PCl-to-wide Ultra SCSI chip, thgompination of performance and host CPU

high-speed QLA1040/1041 can handle up to
10,000 I/Os per second, depending on system
configuration and I/O transfer size. The chip also

minimizes host CPU loading (no more than one host

97-526-00 A

independence makes the QLA1040/1041 ideal for
performance-sensitive workstation and server
environments.
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Peripheral Support

The QLA1040/1041 concurrently supports
synchronous and asynchronous SCSI-2; SCSI-3; fa

wide SCSI; Ultra SCSI; and wide, Ultra SCSI deviceg

Fixed and removable disks, optical disks, tape drive

scanners, CD-ROMs, and CD-recorders are supported.

Software Driver Features

QLogic software drivers for AlX, BIOS, DOS
ASPI, 120 IXWorks, NetWare4.X, OS/2 Warp,
SCO 5.0, Solaris, UnixWare Gemini,
UnixWare 2.1, VX Works, Windows 95,
Windows NT 4.0.

Installation utility for quick integration of
driver software

Easy host software migration from Ultra SCS
to Fibre Channel SCSI-FCP

Software compatible with QLogic’s other
ISP1040-based host adapters

The QLA1040/1041's advanced, message-style
host software interface permits nearly complete hos

software compatibility between the QLA1040/1041 an

QLogic’s QLA2100 board, enabling QLA1040/1041
software to migrate from parallel SCSI to Fibre Chann
with minimal changes. This feature allows develope

Table 1.

3 — Parallel SCSI Products

QLA1040 Technical

Specifications (Continued)

—

D

! Type

Specification

5 Host data transfer

RAM
DMA channels

Electrical drivers

Connectors

Termination

T o

e
S

32-bit bus master DMA data
transfers to 132 Mbytes/sec

64 Kbytes static RAM

128-byte data DMA FIFO with
threshold control and 64-byte
command DMA FIFO

On-chip, 48-mA, single-ended
(QLA1040)
Differential (QLA1041)

68-pin, high-density external S
connector
68-pin and 50-pin internal ribbon
connectors

Active, software controlled
(QLA1040)

Passive (socketed resistors)
(QLA1041)

to retain their current host software investment whilg Form factor 17.78 cm x 10.67 cm (7.0" x 4.2
migrating to future SCSI interface technologies. Operating 0°C/32F to 55C/131F
Technical Specifications temperature
~ The QLA1040/1041 technical specifications are | siorage temperaturg ~ -20/-4°F to 70C/158F
listed in table 1. ) o )
. Relative humidity 10% to 90% (noncondensing)
Table 1. QLA1040 Technical o .
Specifications Storage humidity 5% to 95% (noncondensing)
Type Specification
Host bus Conforms tBCI Local Bus
Specificatiorrevision 2.1
SCSI standard ANSI X3.131-1994 SCSI-2/SCSI-3
SPI; X3T10/855D SCSI-3 Fast-20
X3T10/1071D
SCSI data transfer | Up to 40 Mbytes/sec
rates
Data transfer Asynchronous and synchronou
transfers to 40 Mbytes/sec
SCSI data handling 8-bit narrow and 16-bit wide
Single-ended (QLA1040)
Differential (QLA1041)
Onboard processors  Single chip, dual processor design:
RISC engine and SCSI executive
processor
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QLA1042/1042D

QLA1042/1042D
PCI-to-Ultra SCSI Dual Channel Boards (Single-Ended/Differential)

Features = Supports up to 15 concurrent SCSI peripherals
b ¢ ind d per channel
= SCSI bus transfer rates (on two independent [ Single-ended support (QLA1042)

channels) of up to
0O 40 Mbytes/sec (wide)
0O 20 Mbytes/sec (narrow)

= 32-bit bus master data transfers up to
132 Mbytes/sec per channel

O Differential support (QLA1042D)

= SCSI disconnect/reconnect queued in on-chip
memory

= SCSiltransferrate arbitration and error recovery
managed onboard

= Sustained data transfer rates up to 10,000 1/Os « Flash ROM BIOS included for easy field

per second per channel (actual performance

varies with system configuration and 1/0O
transfer size)

= Only one PCI bus interrupt per SCSI I/O
operation

upgrades

= Active termination (QLA1042)

= Plug and play — no switches or jumpers
necessary

= Compatible with SCSI-2; SCSI-3; Ultra SCSI;  * WO external 68-pin VHDC connectors
n

and wide, Ultra SCSI peripherals

One internal 68-pin, high density connector
(QLA1042)

= Meets or exceeds U.S. and international
safety/emissions standards

New

Product

Product Description
The QLA1042/1042D is an extremely

high-performance, dual channel Ultra SCSI board

targeted at high-connectivity SCSI applications.

Based on two QLogic wide, Ultra SCSI processognyironments.
ISP1040B chips (one chip per channel), the high speed
QLA1042/1042D supports two wide, Ultra SCSI
channels, each capable of handling up to 10,000 I/Os The QLA1042/1042D concurrently supports

or error corrections, without host CPU intervention (no
more than one hostinterrupt is generated per SCSI 1/O).
This powerful combination of performance and host
CPU independence make the QLA1042/1042D ideal

for performance-sensitive workstation and server

Peripheral Support

Host-to-
SCSI
Adapter
Boards

per second, depending on system configuration and I8®nchronous and asynchronous SCSI-2; SCSI-3; fast,
transfer size. Each ISP1040B chip contains two on-chigide SCSI; Ultra SCSI; and wide, Ultra SCSI devices.
processors that manage the SCSI bus protocol and hested and removable disks, optical disks, tape drives,
system interface, respectively. This management allowsanners, CD-ROMs, and CD-recorders are supported.
the QLA1042/1042D to complete entire SCSI 1/10

instructions, as well as manage many types of exception

97-526-00 A
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QLA1042/1042D

Software Driver Features

QLogic software drivers for AlX, BIOS, DOS
ASPI, 120 IXWorks, NetWare4.X, OS/2 Warp,
SCO 5.0, Solaris, UnixWare Gemini,
UnixWare 2.1, VX Works, Windows 95,
Windows NT 4.0.

Easy host software migration from ultra SCS
to Fibre Channel SCSI-FCP

Software compatible with QLogic’s other
ISP1040B-based host adapters

The QLA1042/1042D's advanced, message-styl
host software interface permits nearly complete hos
software compatibility between the QLA1042/1042D
and QLogic’s QLA2100 board, enabling
QLA1042/1042D software to migrate from parallel
SCSiI to Fibre Channel with minimal changes. This
feature allows developers to retain their current host
software investment while migrating to future SCSI
interface technologies.

Technical Specifications

The QLA1042/1042D technical specifications arg
listed in table 1.

Table 1. QLA1042/1042D Technical

Specifications
Type Specification
Host bus Conforms tBCl Local Bus

Specificatiorrevision 2.1

SCSI standard ANSI X3.131-1994 SCSI-2/SCS|

T
w

3 — Parallel SCSI Products

Table 1. QLA1042/1042D Technical
Specifications (Continued)

Type

Specification

DMA channels

Electrical drivers

2

Connectors

Termination

h

Form factor

Operating
temperature

Storage temperaturg
Relative humidity

Storage humidity

128-byte data DMA FIFO with
threshold control and 64-byte
command DMA FIFO on each
channel

On-chip, 48-mA, single-ended S
drivers (QLA1042)
Differential (QLA1042D)

Two external, 68-pin VHDC
connectors
One internal, 68-pin high-density
connector (QLA1042)

Active, software controlled
(QLA1042)
Passive (socketed resistors)
(QLA1042D)

32.20 cm x 110.67 cm
(12.283" x 4.2")

0°C/32°F to 55C/13T°F

-20/-4°F to 70C/158F
10% to 90% (noncondensing)

5% to 95% (noncondensing)

SPI; X3T10/855D SCSI-3 Fast-20
X3T10/1071D

SCSI data transfer
rates

Up to 40 Mbytes/sec on each
independent SCSI channel

Data transfer Asynchronous and synchronou
transfers to 40 Mbytes/sec per

channel

SCSI data handling 8-bit narrow, 16-bit wide

Single-ended (QLA1042)
Differential (QLA1042D)

Onboard processors  Single chip per channel, dual
processor design with RISC engi

and SCSI executive processor

ne

Host data transfer 32-bit bus master DMA data

transfers to 132 Mbytes/sec on each
channel
RAM 64 Kbytes static RAM per channel
3-58 Product Catalog
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ISP2100
Intelligent Fibre Channel Processor

Features = No host intervention required to execute SCSI
operations from start to finish

= Direct connection to 64-bit PCI bus = Simultaneous, multiple logical threads

= Compliance with ANSI SCSI standard

>C<3~13|1_'1994 Heibre Channel Arbitrated Product Description

= Compliance withFibre Channel Arbitrate . . - :

Loopp(FC-AL) Direct Disk Attach Profile The ISP2100is a single-chip, highly integrated, bus
class 3 operation. Supports 100 Mbytes/sec master, Fibre Channel processor that targets SCSI
sustained data transfer rate applications. This chip connects the PCI bus to a Fibre

= Initiator or target mode Channel interface and contains an onboard RISC

= Onboard RISC processor to execute operatiomgocessor. The ISP2100 is a fully autonomous device,
at the 1/0O control-block (IOCB) level from the capable of managing multiple I/O operations and

host memory ) ) associated data transfers from start to finish without host
= On-board gigabit serial transceivers intervention. The ISP2100 block diagram is illustrated
= Supports external transceivers with a in figure 1.

10-bit interface

ISP2100

PCI INTERFACE FRAME BUFFER FIBRE ENGINE

RECEIVE DATA |

DMA CHANNEL FIBRE
2 ) CHANNEL

GIGABIT
RECEIVE FRAME RECEIVE SERIAL
et BUFFER oatH RECEIVER / RECEIVE
FIBRE
O 10‘| CHANNEL
| ——

. ext. | RECENE
TRANS-
ADDRESS/DATA TRANSMIT DATA 104 I cElVER| FIBRE
DMA CHANNEL ransrerave [T 7 CHANNEL
CHANNEL
& BUFFER 1 TRANSMIT TRANSMIT
PATH GIGABIT FIBRE
SERIAL 2 CHANNEL
TRANSMITTER Y GEyveeye

- commanp J[
NTROL
ZorTRO DMA !
cHANEL | F CONTROL
o REGISTERS
MAILBOX
‘_’l REGISTERS I' B

CONTROL/
bed CONFIGURATION o

REGISTERS
t l ADDRESS EXTERNAL
CODE/DATA
FLASH I DATA
BIOS MEMORY

Figure 1. ISP2100 Block Diagram

Fibre
Channel

Products
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ISP Firmware Subsystem Organization

The ISP2100 firmyvare implements a mgltitasking To maximize 1/O throughput and improve host and
host adapter that provides the host system with complgsg , tilization, the ISP2100 incorporates a high-speed,
SCSI command and data transport capabilities, thusproprietary RISC processor; a Fibre Channel protocol
frgelng the host system from the demands of the SC 'anager (FPM); integrated frame buffer memory; and
Fibre Channel protocol (FCP). The firmware provideg host bus, three-channel, bus master DMA controller.
two interfaces to the host system: the command The FPM and host bus DMA controller operate

interface and the Fibre Channel transport interface. jngependently and concurrently under the control of the
The single-threaded command interface facilitates  onpoard RISC processor for maximum system

debugging, configuration, and recovering errors. Th&erformance.
multithreaded transport interface maximizes use of the

Fibre Channel and host buses. The complete 1/0 subsystem solution using the

ISP2100 and associated supporting memory devices is
Software Drivers shown in figure 2.
The ISP2100 supports a host software interface
similar to the parallel SCSI family. Existing ISP1040B
software drivers are easily modified to support the

ISP2100.
HOST MEMORY
HOST
SOFTWARE ISP2100
LOOP IN
10CBS l - FIBRE
REQUEST INTERFACE CHANNEL
QUEVE pCI INTERFACE 100 MBYTES/SEC
E 64 FC_AL PRIVATE LOOP
RISC
p LOOP OUT
c DRIVE
: 16
RESPONSE B
QUEUE g EXTERNAL
E CODE/DATA MEMORY
Figure 2. 1/0 Subsystem Design Using the ISP2100
Interfaces Fibre Channel Protocol Manager

The ISP2100 interfaces consist of the Fibre Channel The ISP2100 FPM supports the following:
interface, PCI bus interface, RISC interface, BIOS = Support for one Fibre Channel loop
PROM interface, and NVRAM control. Pins that = 100 Mbytes/sec sustained data transfer rate
support these interfaces and other chip operations are =  10-bit interface to external transceivers
shown in figure 3. = Gigabit serial interface
= Integrated frame buffer

The FPM includes an 8B/10B encoder and decoder,
p elasticity buffer for clock skew management, and an
-AL state machine. The FPM transmits and receives
the full Fibre Channel rate of 106.25 Mbytes/sec. The
on-chip frame buffer includes separate areas for
received data and transmit data, as well as areas for

Fibre Channel Interface

The ISP2100 provides on-board gigabit
transceivers for direct connection to the Fibre Chann
loop on copper media. A standard 10-bitinterfaceis al
provided to connect to external transceivers, if desir
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1ISP2100

FLASH BIOS

RISC
INTERFACE

PCIBUS
INTERFACE

ISP2100

EWRAP

LCK REF

LPENB
RCLK, RCLK

REFCLK2-1
RI9-0

|

RX9-0

TOUT9-0

FIBRE CHANNEL
PARALLEL
INTERFACE

|REF

RX, RXP

SLSEL
TERMRES
IX IXP

TXCLK

VTXLO

FIBRE CHANNEL
SERIAL
INTERFACE

CLKOUT

GPlO3-0

LP2

RESET
TCK

|

TDI

TEST3-0

TMS

TSTOUT

MISC
CONTROL

NVCLK

NVCS

NVDATI|

NVDATO

NVRAM

BGVDD, BGVSS

GDVSS

RXBVDD, RXBVSS

RXVDD, RXVSS
TXBVDD, TXBVSS

TXVDD, TXVSS

VDD

VDD4

VSS

POWER
AND GROUND

Figure 3. ISP2100 Functional Signal Grouping

managing special frames such as command and
response. The FPM receive path validates and routes
frames received from the Fibre Channel to the
appropriate area in the frame buffer. The transmit path
transmits frames from the frame buffer to the Fibre
Channel. The FPM automatically handles frame
delimiters and frame control.

PCI Interface

The ISP2100 PCI interface supports the followin

= 64-bit, intelligent bus master interface for
fetching IOCBs and data transfers
= Three DMA channels

97-526-00 A

16-bit slave mode for communication with host

JTAG boundary scan

Pipelined DMA registers for efficient
scatter/gather operations

32-bit transfer counter for I/O transfer length of

up to 4 Ghytes

Support for flash BIOS

The ISP2100 is designed to interface directly to the

Product Catalog

PCl bus and operate as a 64-bit, DMA bus master, whi
s backward compatible to 32-bit operation. This

function is accomplished through a PCI bus interfa
unit (PBIU) containing an onboard DMA controller.
The PBIU generates and samples PCI control signgls,

h

Fibre
Channel
Products

4-5




ISP2100 4 — Fibre Channel Products

generates host memory addresses, and facilitates thRISC Processor

transfer of data between host memory and the onboard The ISP2100 RISC processor supports the
frame buffer. It also allows the host to access the  following:

ISP2100 internal registers and communicate with the Execution of multiple I/0 control blocks from

onboard RISC processor. the host memory
The ISP2100 onboard DMA controller consists of « Reduced host intervention and interrupt
three independent DMA channels that initiate overhead

transactions on the PCI bus and transfer data between =  One interrupt or less per 1/O operation
the host memory and frame buffer. The command DMA

channel is used mainly by the RISC processor for smglg)”
transfers, such as fetching commands from and writiq

One of the major features of the ISP2100 is its
ity to handle complete I/O transactions from start to
fhish with no intervention from the host. This high level

U5f integration is accomplished with an onboard RISC
The two data DMA channels, one for transmit and ong,,.osor. The 1SP2100 RISC processor controls the

fotr rice“’e' get‘ESfEerlaga betl\fveQn ”}e Fflbrte Ch?mt‘e'chip interfaces; executes simultaneous, multiple
Intertace and the us, aflowing for fast context |6 cBs: and maintains the required thread information

switching. _ for each transfer.
The PBIU internally arbitrates between the two data

DMA channels and the command DMA channel andPackaging
alternately services them. Each DMA channel has aset 11,4 15p2100is available in a 256-pin ball grid array

of DMA registers that are programmed for transfers béBGA). The mechanical drawings are illustrated in
the RISC processor.

figure 4.

27.00£020 ———>
le——— 24.00£01.00 —>» |<— 24.13 BSC

—_— - — = - 6000000000000000000 0
l«— 1610REF —»] 0000000000000000000 O
\ o

0000000000000 0O0000O0
00000000000 000O0000O0O
0000 000 O

0000 0000

27.00+0.20 | | 0000 000 O
0000 0000

0000 0000

0000 0000

24.00 +01.00 ERONT 60060 BACK 0000

[cXeNeXe] 0000

[cXeNeXe] 0000

| | 0000 0000

0000 0000

0000 0000

| / | 00000000000 000000000
00000000000000000000

0.30 00000000000 00000000O0

— — - . 0QPOPO000000000000QV00

0.60 +0.10

Figure 4. ISP2100 Mechanical Drawings
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Fibre Channel Development Board

Features = Supports up to 126 concurrent Fibre Channel
On-chip gigabit serial transceivers devices
= 100 Mbytes/sec fibre channel speed - szLs(t)grlgsdrlvers support major operating
= 64-bit bus master data transfers of up to . -
264 Mbytes/sec Uses copper media

. = SCSil initiator and target operation
= Only (z_ne PCl bus interrupt per SCSI I/O = Flash ROM BIOS inc?udedpfor easy field
operation
= Compatible with Fibre Channel direct disk upgrades

h External high speed serial data connector
attach peripherals (HSSDC) Fibre Channel connector

Product Description many types of exception or error conditions without
J‘OSt CPU intervention. This powerful combination of
performance and host CPU independence makes the
ISP2100 ideal for performance-sensitive workstation
and server environments.

QLogic’s PCI-to-fibre channel development boar
provides an excellent development platform for
QLogic's industry-leading ISP2100 PCI-to-fibre
channel host processor chip.

Supporting standard PCI board features such asSoftware Drivers
BIOS firmware (field-upgradeable flash ROM) and The fibre channel development board’s advanced,
nonvolatile NVRAM (for Fibre Channel configuration message-style host software interface permits a high
parameters), the fibre channel development board hetfgree of host software compatibility between the
users complete their ISP2100 designs quickly and helfgP2100 and QLogic’s ISP1040B PCI-to-Ultra SCSI
minimize debug activity. host processor chip. The compatibility enables

Supporting integrated Fibre Channel transceiverdSP1040B SCSI host software to migrate from parallel
the highly intelligent ISP2100 PCI-to-Fibre Channel SCSI to Fibre Channel with minimal changes. The
host processor chip can support 100 Mbytes/sec transiéftware migration from Ultra SCSI to Fibre Channel
rates while minimizing host CPU loading (no more tha®CSI-FCP enables QLogic SCSI customers to retain

one host interrupt is generated per completed 1/O in Fheir host software il_']Vestment while migrating to futufe
SCSI applications). The on-chip RISC processor andnterface technologies.
Fibre Channel protocol manager permit the ISP2100 to

complete entire I/O instructions, as well as manage

Fibre
Channel

Products
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Fibre Channel Development Board

Technical Specifications

The fibre channel development board technical
specifications are listed in table 1.

Table 1. Fibre Channel Development Board Technical

Specifications
Type Specification
Host bus Conforms tBCI Local Bus

Fibre Channel data
transfer rate

Onboard processors

Host data transfer

RAM

Onboard DMA
channels

Connectors

Form factor

Operating
temperature

Storage temperature
Relative humidity

Storage humidity

Specificatiorrevision 2.1

100 Mbytes/sec

Single chip, ISP2100 Fibre Chs
processor

64-bit bus master DMA data
transfers to 264 Mbytes/sec

256 Kbytes static RAM

Two data DMA channels and oneg
command DMA channel. There i
one 4-Kbyte frame buffer FIFO fq
each data DMA channel.

One external HSSDC Fibre Chal
connector that supports copper
cabling

17.46 cm x 10.67 cm (6.875” x 4.
0°C/32°F to 55C/13T°F

-20/-4°F to 70C/158F
10% to 90% (noncondensing)

5% to 95% (noncondensing)

nnel

nel
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